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Turbine Engine Using a One-
Dimensional Dynamic Engine
Model and Comparisons to
Experimental Results: Part |—
Model Development and Facility
Description’

A generic one-dimensional gas turbine engine model, developed at the Arnold Engineer-

ing Development Center, has been configured to represent the gas generator of a General
Electric axial-centrifugal gas turbine engine in the six kg/sec airflow class. The model was

R. D. Wright

calibrated against experimental test results for a variety of initial conditions to insure that

the model accurately represented the engine over the range of test conditions of interest,

General Electric Corporation,
Lynn, MA 01910

These conditions included both assisted (with a starter motor) and unassisted (altitude
windmill) starts. The model was then exercised to study a variety of engine configuration

modifications designed to improve its starting characteristics, and, thus, quantify potential
starting improvements for the next generation of gas turbine engines. This paper discusses
the model development and describes the test facilities used to obtain the calibration data.
The test matrix for the ground level testing is also presented. A companion paper presents
the model calibration results and the results of the trade-off study.

Introduction

There has been a continuing effort on the part of gas turbine
engine manufacturers to improve performance. This improved
performance has manifested itself not only as higher efficiencies
and as improved reliability but also as reduced engine weight. This
drive for improved performance, exemplified by the Integrated
high performance turbine engine technology (IHPTET) program,
results in higher-pressure ratio compressors containing more
highly loaded stages. A result of this effort is a greater difficulty in
engine starting. Previously, this difficulty has been overcome by
using higher power starting systems to meet the increased torque
requirements. However, for small aircraft with self-contained sys-
tems such as commuter aircraft and helicopters, this requirement
for larger starting systems has begun to impact the overall aircraft
payloads and costs.

In 1995, the General Electric Corporation (GE) suggested a
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sion directorate, the NASA Lewis Research Center, General Electric Aircraft Engines,
the General Electric Corporate Research and Development Center, and the Arnold
Engineering Development Center (AEDC), Air Force Material Command. Funding
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U. S. Government.
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1998; ASME Paper 98-GT-470.

Manuscript received by IGTI March 24, 1998; final revision received by the ASME
Headquarters March 23, 1999. Associate Technical Editor: R. Kielb.
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cooperative program with the NASA Lewis Research Center
(LeRC) and the US Army Vehicle Propulsion Directorate (VPD).
The purpose of the program was to study the start sequence of
small gas turbine engines and to explore methods for reducing
required starter power. The proposed program was funded and
implemented beginning in the summer of 1995. Ground level
testing of the selected engine system was conducted at the General
Electric Corporate Research and Development (CR&D) Center.
Altitude testing of the engine system was conducted at the Lewis
Research Center (LeRC). Model development was conducted at
the Arnold Engineering Development Center (AEDC), and analyt-
ical trade-off studies using the AEDC model were conducted at
both General Electric (Lynn) and at the LeRC. The experimental
vehicle selected for this program was the gas generator section of
the GE CT7-5.

Both ground level and simulated altitude condition engine test-
ing were divided into baseline, model calibration, and experimen-
tal trade-off testing. Baseline testing insured the engine, configured
in this program as a gas generator core, operated similarly to its
standard turboprop configuration. This was done by adjustments to
the compressor bleed and exhaust area. Repeatable starting proce-
dures for cold, cool, and hot starts were developed, insuring that
pre-start thermal conditions would be precisely controlled. Cali-
bration testing provided engine-starting sensitivity to'the variations
in certain engine operational parameters including fuel schedule,
stator vane settings, bleed schedules, and starter power.

The final phase of the experimental testing consisted of modi-
fying these operational parameters in an attempt to improve the
starting characteristics of the engine. While the scope and purpose
of both ground level and altitude testing were the same, differences
in the nature of the starting process required different approaches

JULY 1999, Vol. 121 / 377

Copyright © 1999 by ASME

Downloaded 02 Jun 2010 to 171.66.16.118. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



to experimental testing. The ground level test matrix also included
various steady-state operating points from ground idle to 90 per-
cent of design speed.

Ground level testing occurred at the GE CR&D Center in the
fall of 1995. Simulated altitude testing occurred at the LeRC in the
fall of 1996. The test matrix used for this altitude testing was based
on the results of the ground data calibrated simulation. Post
altitude-testing calibration was done using the results of the alti-
tude testing, Model calibration occurred at GE, the LeRC, and the
AEDC.

The program was initiated with four goals in mind. First, the
development of a transient engine model that reliably represented
a gas turbine engine for use in detailed analytical studies of the
start sequence was desired. Second, the program was structured to
acquire sufficient experimental results to validate the effectiveness
of many of the proposed changes to the start sequence. Third, the
development of protocols to conduct starting modification studies
was desired. Finally, the development of methodologies to deter-
mine the most cost-effective approaches to improving the start
sequence was a program goal.

This cooperative program approach brought the strengths and
complementary interests of the contributing organizations together
to produce an effective research program. LeRC and AEDC cre-
ated and validated the ATEC model to test data. GE and LeRC
used this model to study starting improvement concepts. GE did
extensive analysis of the experimental results and, with its exten-
sive understanding of the CT7 core, developed appropriate strat-
egies for improved starting. Validation testing verified concept
improvement effectiveness for risk reduction in future concept
development. The combined interests and strengths of all contrib-
utors made the program successful and productive. The model
development effort and the experimental program are discussed in
this paper. The results of the model calibration and analytical
trade-off studies are presented in Part I of this article.

Modeling Techniques

The Aerodynamic Turbine Engine Code (ATEC) model and
simulation solves the one-dimensional Euler equations with source
terms within a given domain of interest (Garrard, 1995). The
overall system under consideration is separated into individual,
elemental control volumes, as sketched in Fig. 1. The following
governing equations are derived by the application of mass, mo-
mentum, and energy conservation to the elemental control volume:

Flow

Compressor

Com_t<7 urbine

= dx '_/—vﬁfi dx
, L 3w
A —» » W ldn
S FX dx rI’,-wé‘idx
Ps—- ‘ﬁ dax
U —— _b'l.l-r‘;l:dx
H R
ax
W dx SWdx + Qdx

b

Fig. 1 System discretization into elemental control volumes

pAu
pAu®+ AP
u(AE + AP)
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_WBX
FX,
Qx+SWx_HBx

G:

The specific flow variables are density p, static pressure P, total
energy per unit volume E, and the axial flow velocity, u. The
cross-sectional area of the flow path is defined as A. The source
term for the conservation of mass equation is the bleed flow rate
distribution Wy,. Compressor bleeds and turbine cooling bleeds
are added through W,,. The conservation of momentum equation
source term is F°X,, which is the axial force distribution acting on
the control volume. This term is used to represent the blade forces
in such components as the compressor and turbine, and it is used
to implement wall friction losses. The conservation of energy
equation source terms include the energy addition or extraction
rate due to heat transfer or combustion into the control volume

E 6_13 _ fluid, Qx, the shaft work distribution applied to the control vol-
ot dx ’ ume, SWx, and the enthalpy change due to the bleed flow distri-
bution, HBx.
where
Compressor Model. To provide compressor and turbine stage
Ap force (FXdx) and shaft work (SWx) inputs to the momentum and
U= I,JAAEM energy equations, sets of steady-state stage characteristics must be
Nomenclature
A = difference P = pressure Subscripts
p = density g = heat flux B, b = bleed
® = longwell loading parameter Q = distributed heat addition ¢ = combustor
I' = torque SW = distributed shaft work eff = effective
w = shaft rotat.lonal speed + = time f = fuel
A i cross-sectlgnal area T = temperature N = ma)gimum node number
¢= metal specific heat TFF = turbine flow function § = static
E = total energy o . t = total
FX = distributed blade force U= ax12'11 velom%y x = axial coordinate
H = total enthalpy V = radial velocity, combustor vol- 0 = free stream station
I = rotational moment of inertia ume 2 = compressor inlet station
k = thermal conductivity W = mass flow rate 3 = compressor exit station
m = mass of metal WDF = turbine work done factor 4 = combustor exit station
N = engine shaft rotor speed x = axial coordinate 5 = turbine exit station
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Fig. 2 Typical compressor pressure and temperature stage character-
Istics used In ATEC

provided. A generic set of compressor pressure and temperature
characteristics is shown in Fig. 2, Note that post-stall operation is
allowed. With the steady-state total pressure ratio and temperature
ratio at an assumed steady flow rate, the model uses the steady-
state conservation equations to compute the appropriate control
volume forces and shaft work. These values are then used in the
time dependent Euler equations as the necessary values of the
forces in the momentum equation and shaft work in the energy
equation. To provide a dynamic stage characteristic, a first order
time lag on the stage forces has been incorporated into the mod-
eling technique in the post-stall region only (Davis, 1986).

Combustor Model. The combustor heat addition (Q,) to the
energy equation uses a set of steady-state combustion efficiency
maps. The combustion efficiency is given as a function of the
Longwell Loading Parameter, 0 (Longwell et al., 1955), where

o= PyeT,V, '
W,

A representative map of combustion efficiency as a function of
Longwell loading parameter for lines of constant combustor equiv-
alency ratio is shown in Fig. 3. Pressure loss in the combustor is
based on a one-dimensional, constant cross-sectional area analysis
of the combustor stagnation pressure loss due to the energy release,
as given by Oates, 1988.

Turbine Model. Consistent with the approach taken to for-
mulate and construct the compressor model, turbine performance
characteristics are defined which have a particular format. The
turbine stage forces and shaft work are determined from a set of
turbine performance characteristics as sketched in Fig. 4. The
turbine flow function is

WoTy
TFF=—4—\/7"1,
Py
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Fig. 3 Combustion efficiency as a function of Longwell loading param-
eter for lines of constant combustor equivalency ratio increasing left to
right

For flow conditions in which the turbine stage nozzle is not
choked, a given value of turbine flow function explicitly defines a
value for the turbine work done factor (WDF):

h4“_h5

WDEF =
Ty

Once the turbine work done factor is known for the given inlet
flow conditions and rotor speed, the turbine stage exit temperature
is found. Given the total temperature ratio across the turbine, the
second plot shown in Fig. 4 is used to obtain the total pressure ratio
across the turbine stage. At this point, sufficient information has
been obtained about the turbine to obtain the steady-state blade
forces and shaft work terms required to integrate the Euler equa-
tions to the next point in time.

For flow conditions in which the turbine stage nozzle is choked,
a given value of turbine flow function can not be used to explicitly
define the turbine work done factor. In the one-dimensional ATEC
representation of the engine, the physical blockage of the nozzles
is not modeled. The engine is typically modeled using the overall

N
Ta
W/T,
P
Work Done Factor ~ h, =Dy
T
[ N
] Tia
Tal
TtS L
1.0f
1.0
P
Pis

Fig. 4 Typical turbine performance specification curves
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flow passage geometry with no reduction in area made for blading.
The mass flow through the turbine, however, can not exceed the
limit given by the turbine flow function. The total temperature and
total pressure ratio across the choked turbine stage is calculated by
assuming that the downstream, rather than upstream, total pressure
is known from the previous time step. The solution is iterated until
convergence of exit total temperature, inlet mass flow function,
and total pressure ratio is obtained. Steady-state blade forces and
shaft work for the turbomachinery source terms are then calculated
to use in the integration of the Euler equations to the next point in
time.

Rotor Dynamics Model. Although not directly tied to a
source term calculation, the rotor dynamics play an important
function in the transient operation of a gas turbine engine. For both
the compressor and turbine models, the rotor rotational speed
determines where, on the given operational maps, the operating
condition is located.

The rotor rotational speed is given as part of the initial condi-
tions. Once the time integration process is started, the change in
rotational speed is given by

dow 1

2 =70 ~T.=T,~T,+T),

where I is the rotor polar moment of inertia, w is the shaft
rotational speed, T", is the torque produced by the turbine, I, is the
torque required by the compressor, I, is the torque required to
account for viscous losses, I, is the torque required to satisfy any
customer power requirements, and ['; is the net torque produced by
the starter and delivered to the rotor.

The rotor dynamics model is integrated into the overall simu-
lation at the end of the time marching routine. To begin a new time
step, it is assumed that the rotor rotational speed is known either
from the initial conditions or from the previous time step. During
the calculation of source terms for the current time step, the rotor
rotational speed is held constant. Given the changes in source
terms that occur during the current time step, a new flow field
solution is determined by the flow solver routine. With the new
flow field variables, the change in rotor speed is determined using
the above equation. With the new value for rotor rotational speed,
the simulation moves on to the next time step.

The rotor dynamics model works with torque rather than power
due to the requirements at zero speed. If power, which is the torque
divided by the rotor speed, is used during an engine starting
process, the initial rotor speed of zero will result in power require-
ments being indeterminate. Rather than basing the change in rotor
speed on a power balance, the rotor dynamics model tracks the
torque level as given by the starter motor and other interacting
components.

Heat Transfer Model. During normal engine operation, heat
transfer processes occur throughout the engine. The effects of this
heat transfer on the gas turbine engine operation can be significant
(Crawford et al., 1985). During steady-state operation, however,
the heat transfer effects are implicitly built into the component
performance maps. Since the ATEC simulation is based upon
steady-state performance maps, the heat transfer does not have to
be considered and modeled to match the steady state operation.

Frequently, however, the engine is not operated at the conditions
for which the steady-state performance maps were developed
(MacCullum et al., 1983). The ATEC model and simulation con-
siders the effects of the heat transfer within the compressor,
combustor, and turbine components. It is assumed that the overall
engine operates adiabatically with the surroundings. The heat
transfer source terms for each of the components are calculated
using standard heat transfer engineering correlations (Sissom et al.,
1972). In the compressor, the heat can be convected from the air to
the stator blades and then conducted to the outer engine casing. In
a rotor row, the heat is likewise convected from the air to the rotor
blading and then conducted to the rotor. To represent the convec-
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Flg. 5 Axial compressor heat transfer model

tive and conductive flow paths, a simple representation of the
system is used and is sketched in Fig. 5. The heat transfer model
tracks four temperatures. They are the rotor and stator blade
temperatures and the base metal temperatures for the respective
blades. The convective heat transfer rate from a blade to the air is
given by

-a = EA.Y(TbIade - Tgas)’

where T, is the average total temperature of the air flow through
the compressor stage. The conductive heat transfer rate from the
blade to the base is given by

5= (kLY ett(Touse = Totade)»

where (kL) is a measure of the potential for conduction heat
transfer. It is a combination of the thermal conductivity of the
blade material and the overall length across which the conduction
occurs. Given these two heat transfer rates, the metal temperatures
are calculated using

(qob—b - ‘?b—a)

Tn = 7" 1 A t
blade — blade
MiiadeChiade
g
b—b
= Thwe — ==~ At
base base .
mbasecbnse

The combustor and turbine heat transfer models are similar to
the compressor model. The combustor model tracks the combustor
liner temperature, the combustor liner airflow temperature, and a
case temperature. The turbine heat transfer model builds on the
compressor model by adding heat transfer to the internal cooling
flow. It is assumed in the models that the Biot modulus of the
respective metal parts is sufficiently small to warrant the assump-
tion of equal temperature throughout the metal masses. The aver-
age convective heat transfer coefficient is provided as a user input,
rather than being calculated.

Control Model. The control system was modeled as a digital
representation of the hydromechanical fuel control system. Both
the control and its model schedule the ratio of fuel flow divided by
compressor exit static pressure (Wf/P3). In the model, this ratio
was input as a set of tables with Wf/P3 supplied versus inlet
temperature, throttle angle, and engine speed. Also included as
model inputs were minimum and maximum fuel flow rates and
fuel manifold fill time (set to 4.3 s). Several other equations are
required to obtain closure of the equation set. These include the
ideal gas equation of state and the isentropic flow relationships. A
constant ratio of specific heats is also assumed.

The model is formulated as an initial condition boundary value
problem. Initial conditions for the dependent variables (pA, pAu,
AE) are provided by an internal calculation routine that assumes
steady-state flow conditions. The major inputs for the ATEC
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simulation include the corrected rotational speed of the rotor, the
exit boundary condition type and magnitude, and fuel flow rate. A
set of initial conditions for each control volume entrance is calcu-
lated using steady-state flow physics and pre-stall compressor
stage characteristics. These routines develop steady-state initial
condition sets of data from which the time dependent model
solutions are initiated. Upon specification of boundary conditions,
the simulation is ready for time marching.

The time dependent flow field within the system of interest is
obtained by solving the time dependent system of equations using
either an explicit ot an implicit numerical approach. Both simula-
tions use a flux-difference splitting scheme based upon character-
istic theory (Kneile et al., 1995) expressed in both an explicit and
implicit formulation to solve for the face fluxes. The explicit
numerical solver uses a first order Euler method to integrate the
solution from the current time step to the next time step. The
implicit numerical solver uses a first order Runge-Kutta scheme
for the time integration.

Test Facilities

Ground Level Starting Facility and Data Acquisition/
Reduction. The engine was installed and tested in a ground level
test cell at the General Electric CR&D Center (cell X7) which was
configured specifically to accept the CT7-5 for this test. One
hundred and thirty eight low range pressure transducers were
installed on the engine, providing data for measuring engine over-
all and individual component starting operating characteristics.
Included were inlet temperatures, pressures, and airflow, flow path
outer static pressures at each compressor stage, compressor bleed
airflow, pressure and temperature rakes at axial compressor and
centrifugal compressor exits, starter pressures, fuel pressure, vane
geometry location, combustor pressure drop, and turbine exit pres-
sure and temperature rakes.

Control modifications were made to allow variations in the
normal engine fuel, bleed, and variable geometry schedules. The
baseline operating characteristics were defined with the standard
hydromechanical fuel control. The fuel control was then replaced
with an electronic fuel control. The variable geometry and inter-
compressor bleed valve actuation system was replaced with four
independently scheduled actuators.

All instrumented parameters were recorded at a rate of 100
samples/second, providing a bandwidth of approximately 40 Hz.
This bandwidth was high enough to resolve any surge events
during the start sequence. The PC-based data acquisition system
used at the CR&D facility was designed and assembled by GE.

Altitude Starting Facility and Data Acquisition/Reduction.
At the end of the ground level testing at the GE CR&D facility, the
engine was moved and installed in the Engine Components Re-
search Laboratory 2B (ECRL-2B). This facility is capable of
testing engines up to the 12 kg/sec flow class and at simulated
altitudes from ground level to 7600 meters. Inlet temperature is not
controlled. Additional facility detail is provided in, “The Engine
Components Research Laboratory” (1993). Altitude testing began
late in 1996.

For all tests, 281 instrumented parameters were recorded at |
Hz/channel using a steady-state data acquisition system. In addi-
tion, 96 of these instrumented parameters were sampled using a
dynamic data acquisition system at a rate of 100 samples/second/
channel. Data error bands were no more than 4.6 percent for all
instrumented parameters (including hysteresis, residual zero, sen-
sitivity, nonrepeatability, and nonlinearity). Additional detail is
provided in Owen, 1995.

Engine Test Matrix for Model Calibration

Ground Level Starting Test Matrix. Baseline testing (1)
insured the gas generator configuration operated in a manner
similar to it’s operation when configured as a turboprop and (2)

Journal of Engineering for Gas Turbines and Power

Table 1 Ground level sensitivity study test matrix

Operational Parameter Variation
Engine Thermal State Cold, Cool, Hot
Start Bleed 0 to 3.5% Increase
Fuel Acceleration Schedule 0 to 15% Enrichment
Inlet Guide Vane Schedule 112%
Stator Vanes (SV) 1 & 2 *12% SV1
Schedule +16% SV2
Starter Power 0 to 50% Reduction

acquired detailed data describing engine operation. To insure that
the operation was similar to that of a turboprop, a number of starts
were done with varying nozzle exit areas. Start times and engine
ground idle operating conditions were compared to standard
CT7-5 engine operation and the exit area was set to match the
engine operating conditions.

The sensitivity of the engine starting characteristics was studied
by changing or adjusting the operating characteristics of each of
the engine components. This study matrix is shown in Table 1.
Percentage changes shown are for the normal operating range and,
for the variable geometry, represent the limits of safe travel with-
out rotor gauges to monitor stress levels. The bleed increase
represents an attempt to move the compressor away from the stall
line, allowing a starting fuel flow rate increase to increase energy
available for extraction by the turbine during the start. Data were
recorded with each of these changes, as well as at the normal
setting or configuration, establishing the effect of each change on
engine and component operation. The model was then run both in
a normal configuration and with the changes incorporated. Differ-
ences between engine operation and model predictions were noted
and component definitions in the model were modified to accu-
rately reflect engine operation.

The resulting model, used in the trade off studies, matched the
overall engine starting characteristics well for a cold start. Addi-
tional tuning was required to improve the model representation of
hot starts and component representation. Post stall characteristics,
not currently available, are also needed to improve model simula-
tion of starts with stalls.

Altitude Test Matrix. The altitude test matrix was principally
designed to provide calibration points and engine sensitivities over
the entire engine Mach number and altitude operational envelope,
as shown in Fig. 6. It was structured using results from the ground
testing and from the preliminary simulation trade study. Note that
this preliminary study used the simulation calibrated to ground
level starts only. Here, assisted starts (triangles) represent air starts
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Fig. 6 Altitude test program altitude/mach number range
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Table 2 Altitude sensitivity study test matrix

Variable Variations
Engine Thermal State Cold, Cool, Hot
Start Bleed 15% & 25% Reduction
Fuel Acceleration Schedule 4% & 8% Enrichment
Inlet Guide Vane Schedule *12%
Stator Vanes 1 & 2 Schedule *12% SV1

16% SV2

Turbine Exit Area %
Minimum Fuel Flow 4% & 8% Enrichment
Auxiliary Power Disconnect

that are starter assisted, The upper Mach number windmill bound-
ary represents the limit for normal operation of this engine. The
lower limit is a simulation estimate of the Mach number at which
a successful unassisted start can be made. Over 160 altitude starts
were accomplished, both starter assisted and windmill. The matrix
used for the altitude sensitivity studies is presented in Table 2.
Notice an interesting difference between the ground level study
matrix and the altitude study matrix. Where the ground level
studies called for an increase in bleed, the altitude windmill stud-
ies, using the ground level calibrated model, indicated a bleed
reduction is more appropriate.

Only engine sensitivities to variables easily modified in the test
cell were studied during the preliminary evaluation of concepts for
improved starting. Unfortunately, it was not possible to disconnect
the auxiliary loads from the system during the test phase.

The following paragraphs indicate how the preliminary simula-
tion was used to guide the development of the preliminary test
matrix. A plot of the predicted difference between the torque
provided by the engine during a windmill start and the torque
required for a successful windmill start and a barely unsuccessful
windmill start is shown in Fig. 7. The torque provided by the
engine includes ram air effects plus the torque provided by the
combustor and turbine. Theses torques are countered by the vis-
cous losses, parasite drag, and compressor drag. Both starts are at
a simulated altitude of 3000 meters and are plotted against engine
speed. The simulation results were obtained before the altitude
testing and used the simulation before it was calibrated to the
altitude starts. As can be seen in Fig. 7, there exists a predicted
minimum torque imbalance at about 38 percent of design speed.
This was a predicted critical speed and during the preliminary
studies, this is the point where simulated starts either failed or
succeeded. It can be inferred from Fig. 7 that windmill air starting
speeds can be reduced if this minimum torque imbalance can be
increased—either by reducing required torque or by increasing
torque available. Thus, the preliminary simulation studies were

GECTI-6 GAS TURBINE ENGINESIIULATION

O

Successful Star, Mach= .

TORQUE UNBALANCE (LEF-FT)

NIUCCESSTL
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Fig. 7 Engine torque balance for successful and unsuccessful altitude
start test cases as a function of corrected rotor speed

382 / Vol. 121, JULY 1999

Turbine Exit Stast

Limit

Turbine Exit Total Temperature

Time (Seconds)

Fig. 8 Turbine exit total temperature for the selected starting conditions

designed to assess what modifications to various engine compo-
nents or their operating schedules would maximize this predicted
minimum torque.

Two other considerations were important for this study. They
were the restriction of maximum turbine exit temperature and the
compressor stall/surge line. Turbine exit temperature for the start-
ing conditions selected for study and the manufacturer temperature
limit are shown in Fig. 8. The compressor operating line during the
minimum predicted successful starting Mach number versus the
compressor stall/surge limit, as determined from the ground start
test program, is shown in Fig. 9. As can be seen from these plots,
the simulation indicated that the engine would operate safely away
from the temperature and stall lines during the proposed test matrix
and, indeed, this proved to be the case.

Some comments should be made to clarify the reasons for
selecting the parameters varied during the altitude starting test
program. Enriching the minimum fuel flow or the acceleration
schedule is an attempt to increase the torque provided by the
turbine. The normal fuel control logic has a set minimum starting
fuel flow, insuring an adequate minimum of fuel for combustion
during the very early part of the start sequence. Later in the start
sequence, the fuel control transitions to an acceleration schedule
specifying fuel provided as a function of compressor inlet temper-
ature, engine speed, and compressor exit pressure. Notice that the
start schedule is enriched only in the region of minimum predicted
torque imbalance. The acceleration schedule is not enriched in the
area of low speeds to minimize the possibility of over-

Standard Start
Higher Fuel
Reduced Bleed
Stator Vane
Increased Min Fuel

Compressor Pressure Ratio

Compressor Corrected Airflow

Fig. 9 Compressor operating line for various engine operating condi-
tions at the minimum successful starting mach number

Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.118. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



temperatures at low speeds (indeed, the fuel control is providing
the programmed minimum fuel here) and the amount of enrich-
ment is reduced at the higher speeds where it is not required and
may aggravate peak starting temperatures. The selected 4 percent
and 8 percent enrichments were chosen to provide adequate en-
richment of the standard fuel schedule. During testing, the fuel
enrichment was increased to 16 percent to enhance the effects of
enriched fuel schedule on the engine starting capabilities,

Modifications of the inlet guide vane and stator vane stages |
and 2 positions are an attempt to reduce the torque required for a
successful start as well as increasing windmill speeds required for
fuel and combustion systems. These changes also effected com-
pressor stall/surge line. The test vehicle did not contain rotor strain
gauges for stress monitoring, thus requiring conservative limits in
the magnitudes of the changes.

The reduction in start bleed is an attempt to reduce the required
starting torque. The magnitude of the changes was selected in an
attempt to invoke a change large enough to be measurable and yet
small enough to minimize the reduction in surge margin. Turbine
area variation indicated the effect of changing the power extracted
in the turbine by altering the overall pressure change across the
turbine.

The engine thermal state, cold, cool, and hot, could have a major
effect on the ability of the engine to successfully complete a start,
requiring its inclusion in the study.

Summary

A generic one-dimensional gas turbine engine model, developed
at the Arnold Engineering Development Center, has been config-
ured to represent the gas generator of a General Electric axial-
centrifugal gas turbine engine in the six kg/s airflow class. This
paper has described the various component models and the numer-
ical algorithm used in the simulation development. The test facil-
ities used to obtain the calibration data have also been discussed.

Journal of Engineering for Gas Turbines and Power

The test matrix for both the ground level and altitude testing was
presented. A companion paper presents the model calibration
results and the results of the trade-off study.
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A generic one-dimensional gas turbine engine model, developed at the Arnold Engineer-

ing Development Center, has been configured to represent the gas generator of a General
Electric axial-centrifugal gas turbine engine in the six-kg/sec airflow class. The model was
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calibrated against experimental test results for a variety of initial conditions to insure that
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These conditions included both assisted (with a starter motor) and unassisted (altitude
windmill) starts. The model was then exercised to study a variety of engine configuration

modifications designed to improve its starting characteristics and thus quantify potential
starting improvements for the next generation of gas turbine engines. This paper presents
the model calibration results and the results of the trade-off study. A companion paper
discusses the model development and describes the test facilities used to obtain the

calibration data.

Introduction

In a companion paper, presented as Part 1, the objectives,
justification, and approach of the small gas turbine engine starting
improvement study have been described. Given that the Aerody-
namic Turbine Engine Code (ATEC) was used in the study, the
Part 1 paper also documented the mathematical models and the
numerical methods employed in the simulation. The Part 1 paper
concluded with a discussion of the planned test matrices for both
the sea-level starting tests and the altitude starting tests. This paper
documents the result of the model calibration studies. The trade-off
studies used to look at ways to improve the starting characteristics
of the gas turbine engine are also discussed.

Given the importance of the ATEC simulation to the overall
project objectives, considerable effort was expended ensuring that
the simulation results agreed with the test data. As noted in an
earlier paper on ATEC (Garrard, 1995), one of the most difficult
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tasks in the development of any mathematical model is ensuring
that the actual system has been modeled correctly. If a model is not
sufficiently detailed, then any conclusions made about the actual
system based on the model results may be incorrect (Fishbach et
al., 1975). As such, the calibration of computational fluid dynam-
ics (CFD) programs in general has been a very active research
topic in the recent past. As more and more dependence is placed on
CFD calculations, the sources of errors in the computational algo-
rithms must be fully understood. It is important that CFD programs
be tested by comparing them to appropriate data sets to ensure
their validity and to define their applicable range. Any shortfalls in
the CFD model must be fully understood before it can be applied
with confidence.

The ATEC model and simulation, based on the one-
dimensional, inviscid Euler equations, is a CFD program. The
one-dimensionality of the program, however, means that it can not
be expected to provide the detailed surface and flow field proper-
ties that are required to fully simulate a gas turbine engine. This,
of course, is not the purpose of the ATEC simulation. Rather,
ATEC provides a “moderately” detailed simulation that can be
used to identify the important factors which influence the bulk flow
within the overall gas turbine engine, and hence its operation. The
development of detailed component and sub-component level sim-
ulations can then be focused on the critical parameters.

The purpose of this paper is to present the results of the cali-
bration effort. The calibration effort was conducted to demonstrate
that the ATEC model and simulation could match the gas turbine
engine starting operation. Calibration results are presented for the
ground level, starter assisted starting and the windmill starting
occurring at altitude flight conditions. For both cases, the simula-
tion results are compared to actual test data obtained during the
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experimental portion of the program. The paper concludes by
presenting some results from the trade-off study. Several possible
options were considered to improve the starting characteristics of
the gas turbine engine.

Model Calibration

The ATEC model requires detailed information describing the
operation of the major components of the gas turbine engine to be
simulated. Much of the information required to model the General
Electric (GE) CT-7 engine was provided by the engineering staff
of the General Electric Aircraft Engines Lynn, MA facility. How-
ever, some specifics of engine operation, particularly in the starting
range, were not available. This information was acquired from the
ground level testing that occurred at the GE Corporate Research
and Development (CR&D) Center and the altitude testing that
occurred at the NASA Lewis Research Center (LLeRC). Compari-
sons between model predictions and actual engine operations
provided a database to modify component characteristics in the
starting region. These are discussed in this section.

Initially, the simulation did not accurately describe the actual
engine performance. Indeed, it deviated substantially from the test
article. There were three reasons for this:

1 As was previously mentioned, little information exists in the
very low speed range of engine operation. The initial assump-
tions concerning turbine performance, for example, were in
€rror.

2 The engine had a substantial number of operating hours on it.
Thus, component performance was somewhat less than that of
a nominal engine, which the provided information described.

3 Lastly, this code was used to describe a transient event, the
engine start. The engine description provided, of course, was
steady-state information. As such, transient variations not nor-
mally described and perhaps not well understood were not
included in the information describing the engine operation.

When approaching this model calibration effort, one must un-
derstand the operational nature of the system. For example, the
engine fuel schedule is determined partially from the compressor
outlet conditions. Thus, if the simulation’s model of the compres-
sor is inaccurate, the start time will be incorrect because the
simulated fuel flow is not correct. However, since compressor
operation at any given engine speed is a function of airflow
through the engine (a variable controlled largely, but not entirely,
by the turbine throat area) an incorrect fuel setting may be the
result of the turbine parameters and not the compressor descrip-
tion. Thus, modification of any part of the engine description used
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Fig. 1 Map of stage 1 compressor total pressure parameter as a func-
tion of inlet flow parameter
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Fig. 2 Compressor pressure ratio as a function of time for the gas
turbine engine ground level starting calibration study

by the simulation should be made with care to insure the proper
variable is changed.

Ground Level Starting Calibration. Bascline and sensitivity
testing at the General Electric Corporate Research and Develop-
ment Center provided a database to modify engine component
representations to match start times and turbine temperatures. As
noted above, the ATEC simulation of the CT7 core was initially
based on a “nominal” engine. Data for the combustor efficiency
map were obtained from an engine that used a combustor similar
to that of the CT7. Turbine performance maps were obtained from
the CT7 design database for the higher speeds and extrapolated to
the lower speeds as needed. Because of the criticality of the
compressor performance to the overall start process, an initial map
of compressor performance was not developed. Compressor per-
formance maps were generated only after test data were acquired.
Additional detail of the ground level calibration effort is reported
in Garrard et al. (1997).

A sample compressor stage pressure ratio map is shown in Fig.
1. Although the ATEC simulation has the ability to represent the
compression system in post-stall operation, program objectives
limited the simulation to operating only in the normal, pre-stall
regime. As such, the ground level calibration was limited to
simulating only the starts in which the engine was at ambient
thermal conditions. [t was shown by the test data that starts
occurring with the engine metal temperatures elevated due to
previous starts resulted in the compression system operating in
stall during part of the speed transient.

Compressor Pressure Ratio

Combustor Light Off

Compressor Inlet Mass Flow Rate

Fig. 3 Compressor pressure ratio as a function of percent design com-
pressor corrected alr flow rate for the gas turbine engine ground level
starting calibration study
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Fig. 4 Gas generator shaft corrected rotational speed as a function of
time for the gas turbine engine ground level starting calibration study

The results of the model calibration are presented in Figs. 2
through 4. The compressor total pressure ratio as a function of time
is shown for both the simulation and test data in Fig. 2. The
compressor pressure ratio is shown as a function of the percent
design corrected airflow rate in Fig. 3. The gas generator shaft
rotational speed as a function of time is shown in Fig. 4. The
simulation results matched the test results closely, with approxi-
mately a ten percent difference that occurred during the highly
dynamic portion of the start near the time that the engine reached
idle speed.

Initial Altitude Starting Calibration. After the completion
of altitude testing at the LeRC, the simulation calibration was
adjusted to reflect the measured engine starting performance. The
approach used to calibrate the simulation was to start at the front
of the engine and to modify inputs from front-to-rear. While this
appeared to be a straightforward apptoach, it was not. It cannot be
stressed strongly enough that the model is of an engine system. As
such, the modification of one parameter can have unforeseen
consequences on the simulation performance. For example, com-
pressor performance is governed not only by the compressor maps
but by the turbine performance, which sets the engine mass flow
throughout the start.

A typical engine windmill start (normal engine configuration) at
approximately 3000 meters and the original model simulation of a
start with the same boundary conditions is shown in Figs. 5
through 11. The engine gas generator shaft rotational speed as a
function of time is shown in Fig. 5. The compressor total pressure
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Fig.5 Engine gas generator shaft rotational speed as a function of time
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Fig. 6 Compressor total pressure ratio as a function of engine shaft
corrected rotational speed

ratio as a function of engine shaft corrected rotational speed is
shown in Fig. 6. The compressor total temperature ratio as a
function of corrected engine speed is shown in Fig. 7. The engine
inlet airflow rate as a function of corrected engine rotational speed
is shown in Fig. 8. The scatter present in the experimental data is
attributable to the measurement uncertainties inherent with mea-
suring small mass flow rates with a venturi. The fuel flow rate as
a function of corrected engine speed is shown in Fig. 9. The
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Fig. 7 Compressor total temperature ratio as a function of corrected
engine speed
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Fig. 8 Engine inlet airflow rate as a function of corrected engine rota-
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Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.118. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Data \

Engine Control Fuel Flow Rate

ATEC

Corrected Engine Shaft Speed

Fig. 9 Fuel flow rate as a function of corrected engine speed

combustion efficiency as a function of the Longwell Loading
Parameter (Longwell, 1955) is shown in Fig. 10. Finally, the
turbine work done factor as a function of the corrected turbine
speed is shown in Fig. 11.

Many parameters, such as compressor pressure ratio versus
compressor corrected speed, closely match the actual engine per-
formance over much of the start, and the original engine simulation
starts in about the same time as the test. However, many param-
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Fig. 10 Combustion efficiency as a function of the Longweill loading
parameter
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Fig. 11 Turbine work done factor as a function of corrected turbine
speed
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Fig. 12 Turbine flow function-as a function of turbine work done factor

eters, such as compressor temperature rise, do not accurately
reflect the engine operation, and it is obvious that the model did not
represent the start accurately. Additional calibration to altitude
windmill starting conditions, in addition to calibration to ground
level starts, was needed. The testing that was accomplished at the
LeRC was the first information available for the engine that could
be used for this type of calibration.

Recalibration Using Windmill Start Test Results. The most
obvious discrepancy between the simulated start and the experi-
mental test data is in the rate of acceleration of the simulated start
versus the experimental start. As is apparent in Fig. 4, the exper-
imental data shows a start that begins slowly and continues to
increase its rate of acceleration until on-speed conditions are
reached. In contrast, the simulated start begins rapidly and slows in
its rate of acceleration until about 38 percent corrected speed,
where it rapidly begins to increase its rate of acceleration until
on-speed conditions are reached. This inflection point is important
because it represents the point where the simulation indicated was
critical during windmill altitude starts during the preliminary alti-
tude trade-off studies. This occurs near the point when the fuel
flow comes off the minimum flow value and on to the acceleration
schedule, as shown in Fig. 9. Figure 11 presents the turbine work
done factor as a function of corrected turbine speed. This was far
higher than the measured value. Even after the model was cali-
brated, this value remained high.

Figure 11 also provides some indication of why the predicted
start was much more rapid in the early portion of the start and why
such a simulation calibration can be difficult. For the first 25
seconds of the start and including the windmill time, the gas
generator turbine speed was below 300 RPM. This is the minimum
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Fig. 13 Engine corrected shaft rotational speed as a function of time for
both simulation and test data
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Fig. 14 Compressor total pressure ratio as a function of corrected
engine speed for both simulation and test data

turbine speed for which turbine performance information was
available. Thus, prior to the actual altitude testing, it was not
possible to predict engine operation in this low speed range with
any confidence. Indeed, this low speed range was not accurately
simulated. Considerable effort was made to generate turbine maps
that resulted in a reasonable representation of the start.

The resulting low speed (turbine corrected speeds of 0, 165, 195,
and 200) turbine map is shown in Fig, 12. Turbine flow function is
plotted on the ordinate and the turbine work done factor is plotted
on the abscissa. Notice a line plotted near the turbine windmill
speed (turbine corrected speed = 195 RPM), This line was used to
adjust the windmill speed to be near constant. Another line was
generated at a lower speed (165 RPM). This line was used to
control the low speed acceleration rate of the engine by adjusting
the speed it represented. Neither of these two lines was available
from previously acquired data. While the resulting simulation of
the start does reasonably reflect the engine start, it is unclear
whether these added turbine operation lines are accurate. The
authors feel that transient effects, such as heat transfer, that are
largely not quantified in this low speed regime may play a large
part in the robustness of the start. Nonetheless, the start is well
simulated by the final calibrated simulation.

Calibration of the compressor was straightforward. Overall
compressor performance was, for the most part, set by uniformly
varying the performance of each stage. While the overall simula-
tion performance compared well with the test, individual stage
static pressures (the only available inter-stage parameter) did not
compare well with the test. There are two reasons for this. One is
that it was not possible to obtain true stage performance data.
Secondly, the simulation does not account for swirl, which was
present and does effect static pressures.
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Corrected Engine Shaft Speed

Fig. 15 Compressor exit total temperature as a function of corrected
engine speed for both simulation and test data
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Fig. 16 Compressor corrected inlet air flow rate as a function of cor-
rected engine speed for both simulation and test data

Combustor efficiency versus Longwell loading parameter is
shown in Fig. 10. This was modified, as were the other compo-
nents, to reduce combustor efficiency. Scatter in the data made it
difficult to accurately assess the actual curve. The simulation is
extremely sensitive to this parameter, particularly in the very early
start sequence, when efficiencies are low.

The turbine performance and the final calibrated simulation of
that performance are compared in Fig. [1. The turbine work done
factor as a function of corrected turbine speed is shown in Fig. 11.
Clearly, the turbine performance reflects the actual engine opera-
tion more closely than the combustor performance, but consider-
able room for improvement remains. Turbine performance was
adjusted in several speed ranges to accurately represent the start. It
was fabricated in the low speed range (0 to 300 RPM turbine
speed) because no information existed there. Between 300 RPM
and 650 RPM, performance was degraded by approximately 95
percent to slow the start. Above 650 RPM, performance was
degraded in such a way that final engine airflow and ground idle
speed were accurately represented.

The final 3000 meter calibrated model results are shown in Figs.
13 through 19. This calibration was done after testing, of course,
and was not used in the simulation studies that helped structure the
altitude testing. Figure 13 shows the simulation calibrated engine
speed as a function of time compared to the experimental results.
While the simulation does not exactly follow the experimental
results, it much more closely reflects the actual start. The com-
pressor pressure ratio as a function of compressor corrected speed
is shown in Fig. 14. The compressor temperature rise as a function
of compressor corrected speed is shown in Fig. 15. Corrected
airflow as a function of corrected compressor speed is shown in

ATEC

Data

Engine Fuel Flow Rate

Corrected Engine Shaft Speed

Fig. 17 Engine fuel flow rate as a function of corrected engine speed for
both simulation and test data
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Fig. 18 Combustion efficiency as a function of the Longwell loading
parameter for both simulation and test data

Fig. 16. Fuel flow rate as a function of corrected engine speed is
presented in Fig. 17. Combustion efficiency as a function of
Longwell Loading parameter is shown in Fig. 18, Finally, turbine
work done factor as a function of corrected turbine speed is
presented in Fig. 19.

The overall result is a simulation that is calibrated not only
overall, but also on a component level, for altitude engine starts.

Ground Level Tradeoff Studies

Once the model was calibrated to adequately represent the
engine, the objective was to use it to explore ways to improve the
engine start capabilities. For ground level (and assisted altitude)
starts, this improved starting was defined as reaching ground idle
in the nominal time (or less) with less starter power and a minimal
peak temperature increase.

Ground Level Simulation Study Matrix. For ground level
model studies, modification to the engine start scheduling and
characteristics were made to improve the engine start. Then, the
mode! starter power was reduced to produce the baseline engine
start time. The following modifications were made to the engine:

1 ‘The Stage 1 and/or 2 stator vanes (SV) were closed to reduce
the required compressor power and increase the stall margin.
Then, the fuel schedule was increased in the region of low
acceleration.

2 The compressor start bleed flow rate was increased to increase
compressor stall margin and raise the fuel schedule in the
region of low acceleration.

Turbine Work Done Factor

Table 1 Ground level test matrix

Stator Stator Bleed Accel Ignition
Vane 1 Vane 2 Fuel Speed

1 | closed nominal nominal +4% nominal
2 | closed closed nominal +5% nominal
3 | nominal nominal +3.5% +11% nominal
4 | nominal nominal nominal Nominal | early
5 | closed closed +3.5% +15% nominal
6 | closed closed +3.5% +13% early
7 | closed closed nominal Nominal | nominal

3 Closing stage 1 and 2 stator vanes and increasing start bleed
with an appropriate fuel schedule modification were combined.

4 The compressor stage characteristics were modified to simulate
stall improvements from casing treatment, and the fuel sched-
ule was modified.

5 Fuel and ignition were introduced earlier during the start
sequence. This resulted in higher accelerations early in the start
sequence. Another result was higher combustion efficiency
later in the start due to the higher combustor temperatures.

6 Combustor volume was increased to increase combustor effi-
ciency and turbine output power. Compressor stall margin
must also be increased to provide a successful stall free-start.

7 The viscous drag (and resulting starter power requirements)
was reduced by heating the lubricating oil. Engine starter
power requirements are often dictated by cold day viscous drag
characteristics.

8 The rotor polar moment of inertia was reduced consistent with
potential future low rotor inertia advances, and, thus, reducing
power requirements.

When the fuel schedule was raised, it was only increased in the
region of low acceleration rates to provide increased turbine
power. The peak turbine exit temperature was not increased, since
it occurred later in the start sequence where the acceleration rates
were already high.

Comparison of Engine Test and Simulation Results. After
completing the concept model studies, a test program was con-
ducted to validate the model study results with engine test data.
Only modifications that could be made without major disassembly
of the engine (parameters 1 through 6 above) were considered for
test validation. A summary of the ground level test matrix is shown
in Table 1.

A direct comparison of the improvements predicted by the
model and the ground level test results are shown in Table 2.
“Starter power reduction” is the percent reduced power required to
bring the engine to ground idle in the same time period as a
“baseline” engine configuration. Discrepancies between model
predictions and test results are apparent. These differences may
result from the compressor stage maps that were used in the model.
Individual stage characteristics were calculated, rather than mea-

Table 2 Percent starter power reduction

Case Model Test Results | Test Turbine Exit
ATEC Prediction Temperature
Increase (C)
1 -4% 0% +11.1
1 Data 2 -5% 0% 0
3 -8% -24% +9.4
- —r -~ r r T T 4 -19% 0% 0
Corrected Turbine Speed 3 +1% -38% +30.0
6 - -20% +44.4
Fig. 19 Turbine work done factor as a function of corrected turbine 7 - +16% 5.6

speed for both simulation and test data

Journal of Engineering for Gas Turbines and Power
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Table 3 Minimum steady state starting mach numbers

Altitude (m) Mach Number Steady State RPM
3000 0.42 7550
4500 0.43 7450
6000 0.59 8475
7600 0.73 9750

sured, using the design point information and stage static pressures
measured during the baseline testing. Thus, the model could not
accurately predict compressor operation when the stages were
rematched. The greatest disparity occurred for case 5, where both
stator vanes and the bleed schedule have been altered.

Based on the results of the ground level testing, the following
conclusions can be made for ground level starts: (1) initial thermal
condition has a major influence on engine starting; (2) combustor
efficiency also has a strong influence on compressor start operating
line; and (3) for ground starting, increasing compressor start bleed
increases the stall margin, allowing an increase in start fuel (in the
slow acceleration speed regions) and the greatest reduction in
required starter power.

Altitude Tradeoff Studies

As was mentioned before, initial trade-off studies used the ground
level calibrated simulation. The work effort was conducted for two
specific reasons. First, it was desirable to assess which modifications
in the start sequence would provide the greatest opportunity for
improving the start sequence. Second, it provided guidance in devel-
oping an efficient plan for the altitude start tests, As mentioned earlier,
to meet both criteria, engine hardware and model modifications were
restricted to modifications that could be implemented during the
testing phase of the program. Additional studies exploring more
extensive changes, such as blade redesigns, are anticipated. Finally, a
standard protocol was developed for the trade-off study. For this
protocol, individual parameters were varied from a standard initial
condition (SC). The effectiveness in the change was assessed by
establishing both the time to on-speed at the standard condition and
the minimum Mach number for successful start.

Simulation Study Matrix. The study matrix for the analytical
conceptual study ranged from minimum Mach numbers of 0.31 at
3000 meters and 0.70 at 7600 meters to maximum Mach numbers

“of 0.6 at 3000 meters to 0.75 at 7600 meters. All starts were at the
standard altitude conditions. Initial engine configuration for the
model was the desired Mach number, windmilling at 12000 RPM,
fuel manifold full, and “warm” (oil temperature 30C).

The standard conditions (SC) set an engine windmill speed of
12000 RPM. This was higher than the predicted windmill speed
(and starting Mach number) required for combustor light off. This
allowed a clearer comparison of the differences between the pa-
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Fig. 20 Engine torque balance for successful and unsuccessful altitude
start test cases as a function of corrected rotor speed

390 / Vol. 121, JULY 1999

Turbine Exit Start Temperature Limit

A

tandard Start

Turbine Exit Total Temperature

gher Fuel Accel
Reduced Bleed
Stator Vane
Increased Mio Fuel
0 < 1© 1 ED - % % 3
Time (Seconds)

Fig. 21 Turbine exit temperature for the selected starting conditions

rameters varied during the start study, but did not accurately
portray the minimum starting Mach number for a given configu-
ration operating without fuel pump delivery restraints. For the
standard configuration, minimum steady RPM starting Mach num-
bers and steady state windmilling RPM at those Mach numbers
predicted by the model are given in Table 3.

Since the minimum successful starting Mach number rises with
altitude, the steady state windmill RPM increases, which is re-
flected in the results shown in Table 3. The parameters varied
during the altitude simulation study are given in Table 2 of Part 1.

Preliminary Trade Study Model Results—Normal Start.
The predicted torque imbalance for the engine for a successful
(Mach = 0.42) and an unsuccessful (Mach = 0.4) start, both at
3000 meters, are shown in Fig. 20. The predicted turbine exit
temperature for those starts is shown in Fig. 21. These pasticular
simulations were run with a steady state engine speed as the
boundary condition. This would be a restart with the aircraft
gliding at a steady speed and the engine windmilling in a steady-
state condition. The information shown in these figures provide
some insight into the nature of the windmill restart problem. To
improve windmill-starting characteristics, minimum torque imbal-
ance must be improved, either by reducing required torque or by
increasing the torque available. Accomplishing this can be difficult
due to the complex relationships in a gas turbine system, but two
limits are of primary importance to any desired system modifica-
tion: compressor stall/surge and turbine over-temperature. Plotted
in Fig. 21, in addition to the predicted turbine exit start tempera-
ture, is the limiting turbine temperature. In Fig. 22, a low speed
stall/surge line, acquired during ground level testing is plotted
against the compressor operating line. Clearly, the simulation
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Fig. 22 Compressor operating line for various engine operating condi-
tions at the minimum successful starting mach number
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Table 4 Windmill restart mach number improvement at 3000 meters

Variable Preliminary Test
Model Results
Predictions
Aux Power Disconnected 0.22 NA
Minimum Fuel Enrichment, 8% 0.20 ~0
Stator Vane 1, 12% Closed 0.20 ~0
Minimum Fuel Enrichment, 4% 0.11 ~0
Stator Vane 1, 6% Closed 0.10 ~0
StartBleed, 25% Closed 0.07 0.04
Accel Schedule Enrichment, 8% 0.07 ~.0.02

predicts considerable margin for both temperature and stall during
the windmill start sequence.

Preliminary Parametric Study. For the purposes of the pre-
liminary study, combinations of variables were not considered.
Modifications of the fuel schedule are likely to affect both the
turbine exit temperature and the engine acceleration rate. Modifi-
cations to the Inlet Guide Vane (IGV), SV, and bleed schedules,
which are normally configured at a constant position for the start,
may also affect the engine peak temperatures or surge margin, The
effects of the closed SV and the 25 percent bleed reduction are also
shown in Fig. 22. 1t is clear that the simulation predicted that the
magnitude of these proposed modifications was small enough to
not exceed any engine start limits. However, all of these changes
will result in stage rematching. Recall that the information on
compressor operation (in the form of stage characteristics) input to
the model included only design point performance, with estimated
individual stage characteristics. Therefore, the predicted rematch-
ing results will likely be in error.

Other proposed modifications have a much more benign
effect on engine operation. One is a reduction on starting drag
torques (viscous effects and auxiliary drives). An attempt to
increase the power available from the turbine (changes in
turbine exit area) was also considered. Increasing the lubricat-
ing oil temperature by only 10 degrees Celsius resulted in only
a small change in the starting times. However, this is very
dependent on initial oil temperature; start times would increase
in very cold conditions. Reducing auxiliary power extraction
may not be practical for most turboprop/turbofan applications,
since this power provides lube oil, fuel, and electrical power for
current engine configurations. Nonetheless, warming the lubri-
cating oil at high altitudes might provide a noticeable improve-
ment in start times. Also, the use of electrical accessories or an
air turbine to provide fuel, oil and electrical services during
emergencies might be a viable approach to improving air start
capabilities,

The results of these preliminary parametric studies are pre-
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Fig. 23 Engine corrected rotor speed as a function of time for the
calibrated altitude start case
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Flg. 24 Engine fuel flow rate as a function of engine cotrected shaft
speed

sented in Table 4. This table shows the reduction in minimum
starting Mach number for standard start conditions. Configura-
tion changes other than those shown in the table resulted in only
minimum reduction in starting Mach number at an altitude of
3000 meters.

Comparison of Engine Test and Preliminary Simulation
Results, The results of the altitude testing at the Lewis Research
Center for engine windmill starts at 3000 meters are shown in
Table 4. As has been mentioned before, the principal goal of the
program was the acquisition of data for simulation calibration,
with only a reduced set of test points taken to validate improved
starting concepts. Overall, the tests results indicated that only
reduced start bleed and fuel enrichment had noticeable effects on
starting performance.

A number of differences existed between the simulation matrix
and the actual tests. Minimum fuel enrichments were 3.1 percent
and 5.6 percent. The start bleed reduction was 22.5 percent and the
fuel acceleration schedule was 16 percent instead of 8 percent. The
overall test results indicate that the engine is much less sensitive to
modifications designed to improve starting than the simulation
would suggest.

A “best combination” consisting of an increased fuel accelera-
tion fuel schedule and reduced starter bleed was tested. This
combination had the effect of reducing the time to idle (normally
in the range of 45 to 50 sec.) by about 25 sec. This combination
was allowable because of the substantial compressor and turbine
margins available.

Comparison of Engine Test and Altitude Simulation Results.
Following the successful calibration of the engine model to the
standard 3000 meter altitude start, the model was evaluated against

Combustion Efficiency

Longwell Loading Parameter

Fig. 25 Combustion efficiency as a function of Longwell loading param-
eter
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Fig.26 Combustion efficiency as a function of Longwell loading param-
eter comparison

two of the experimental starts from the test program to assess if the
calibrated model more accurately reflected actual variations in
starting parameters. The two selected starts were a bleed-closed
start and an enriched fuel schedule start.

Figures 23 through 25 present a few results from the bleed-
closed start. Shown in Fig. 23 is a plot of engine speed as a
function of time for both the experimental test and the simulation.
The simulation predicts a start that is approximately 5 sec. faster
than the actual experimental result. This correctly predicts that a
reduced bleed improves the engine starting capability.

However, a closer inspection of component performances indi-
cates that additional component tuning is required. This is clearly
shown in Fig. 24, fuel flow as a function of engine speed, and Fig.
25, combustion efficiency as a function of the Longwell loading
parameter. The increased fuel flow shows that predicted compres-
sor performance is better than the test vehicle. On the other hand,
the measured combustion efficiency is much better than the model
predicts. A closer inspection of the acceleration rate as given in
Fig. 24 shows that the windmill torque balance needs modifica-
tions also.

The initial attempt to simulate the enriched fuel start was un-
successful. Combustion efficiencies never exceeded zero. To allow
a successful start, the combustion efficiency at low Longwell
loading parameters was improved. Comparison with the original
calibrated combustion efficiency and the revised combustion effi-
ciency is shown in Fig. 26. A 0.833 percentage reduction in
Longwell loading parameter at the O percent, 10 percent, and 20
percent efficiency lines were taken. This was important for about
5 sec. early in the start sequence.
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Fig. 27 Corrected engine shaft speed as a function of time for the
modified altitude start case
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Fig. 28 Engine fuel flow rate as a function of corrected engine shaft
speed for the modified altitude start case
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Fig. 29 Combustion efficiency as a function of the Longwell loading
parameter for the modified altitude start case

Figures 27 through 29 show the results of the start as compared
with the experimental results. Again, the calibrated engine simu-
lation over-predicted the effectiveness of the engine modifications
with respect to the experimental results. However, it did correctly
indicate improved starting for this modification. Figure 27 shows
the simulation predicting a start that is approximately 8 sec. faster
than the experimental result. This is due, in large part, to the
substantially higher fuel flow predicted by the simulation (Fig. 28).
Finally, it is clear that the modification of the combustion effi-
ciency to allow a successful start falls within the experimental
error of the measured data (Fig. 29).

These results indicate that, while the simulation was improved
by this preliminary calibration process, additional tuning of the
simulation will be required.

Summary and Conclusions

1 A one-dimensional dynamic gas turbine engine model, ATEC,
was configured to represent the gas generator of the General
Electric CT7-5 and was used to explore improved starting
methods.

2 The model indicated that, for ground starting, early ignition
provided the greatest improvement in starting followed by a
combination of increased bleed and a higher fuel flow.

3 Ground level testing indicated that the most substantial im-

provement in starting was increased bleed, higher fuel flow,

and variable geometry rescheduling to control the operating
line location.

Model altitude windmill restarts indicate the most effective

method of improving restart capability is to reduce required

I~
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torque (removal of auxiliary power). However, this option was
not confirmed due to the inability to implement this change in
the test cell.

5 Test results indicate that only reduced start bleed and an
increased fuel acceleration schedule will improve windmill
starting capabilities. Improved starting was predicted using the
simulation; however, the magnitudes of the improvement were
underpredicted.

6 The model was considerably more sensitive to configuration
changes in inlet guide vane, stator vane, and minimum fuel
flow enrichment than the engine test results indicate is appro-
priate.

7 A successful engine simulation for use in starting studies
requires accurate information for each engine component, re-
flecting component operation across the operating range of
interest. It is difficult to calibrate in the windmill/low speed
range where little or no information exists. This region is
important for starting studies.

8 Additional model calibration will be required to insure the
simulation accurately reflects the engine.

Journal of Engineering for Gas Turbines and Power
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Combined Biomass and Black
Liquor Gasifier/Gas Turbine
Cogeneration at Pulp and
Paper Mills

Kraft pulp and paper mills generate large quantities of black liquor and byproduct
biomass suitable for gasification. These fuels are used today for onsite cogeneration of
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Princeton, NJ heat and power in boiler/steam turbine systems. Gasification technologies under devel-
opment would enable these fuels to be used in gas turbines. This paper reports results of

. detailed full-load performance modeling of pulp-mill cogeneration systems. based on

S. Consonni gasifier/gas turbine technologies and, for comparison, on conventional steam-turbine

cogeneration technologies. Pressurized, oxygen-blown black liquor gasification, the most
advanced of proposed commercial black liquor gasifier designs, is considered, together
with three alternative biomass gasifier designs under commercial development (high-
pressure air-blown, low-pressure air-blown, and low-pressure indirectly-heated). Heavy-
duty industrial gas turbines of the 70-MW, and 25-MW, class are included in the analysis.
Results indicate that gasification-based cogeneration with biomass-derived fuels would
transform a typical pulp mill into a significant power exporter and would also offer
possibilities for net reductions in emissions of carbon dioxide relative to present
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practice.

Introduction

As discussed elsewhere (Consonni et al., 1998; Larson and
Raymond, 1997a), the kraft pulp and paper industry in North
America is faced with the need to retire much of its black liquor
and biomass-fueled steam turbine cogeneration capacity during the
next 5 to 20 years. This presents a unique economic opportunity to
introduce gas turbine-based cogeneration systems. The biomass
and black liquor gasification technologies needed to enable the use
of gas turbines are under active development by companies around
the world and are likely to be commercially available within the
paper industry’s time frame for retiring existing systems (Larson
and Raymond, 1997b). Long-term economics appear favorable for
gasifier/gas turbine technology using black liquor (Larson et al.,
1998) or biomass (Weyerhaeuser et al., 1995).

This paper presents results of performance modeling of inte-
grated black liquor and biomass-gasifier/gas turbine-combined cy-
cle cogeneration systems for pulp and paper mills. Cogeneration
systems- at such mills are designed firstly to meet process steam
demands and recover pulping chemicals from black liquor, the
lignin-rich byproduct from the wood digestion stage in kraft pulp-
ing. Black liquor is burned today in Tomlinson recovery boilers to
generate steam and an inorganic smelt from which pulping chem-
icals are reconstituted. A variety of fuels, including bark, other
biomass residues, and fossil fuels, are used as supplemental fuels
at kraft pulp mills today, because the black liquor by itself is
typically insufficient to provide all process steam requirements.
For simplicity, here we consider the use of only black liquor and
byproduct biomass as cogeneration fuels at a kraft mill.

Consonni et al. (1998) modeled the performance of three alter-

- native black liquor gasifier/gas turbine cogeneration technologies

Contributed by the International Gas Turbine Institute (IGTI) of THE AMERICAN
SocleTy ofF MecHanical Encingers for publication in the ASME JourNAL oF ENGI-
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1998; ASME Paper 98-GT-339.
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and considered the use of a biomass boiler to generate additional
steam when steam derived from black liquor was insufficient. The
present work extends the analysis of Consonni et al. by considering
gasification of the biomass rather than combustion. Three biomass
gasifier designs are considered. Since the focus of the present work
is on biomass, only one black liquor gasifier (pressurized, oxygen-
blown) is considered. The black liquor gasifier is coupled with a
70-MW, class gas turbine. The biomass gasifiers are coupled with
25-MW, or 70-MW, class turbines. Heat recovery steam genera-
tors (HRSGs) use exhaust heat from each turbine to raise steam
that is delivered to a common steam turbine (Fig. 1, lower). The
black liquor flow rate is set to meet the fuel-gas demands of the
70-MW. class turbine, and is thus constant regardless of the design
of the biomass portion of the plant. A minimum biomass fuel rate
is established by the fuel demands of the biomass-coupled turbine.
Higher biomass rates are considered to allow for supplementary
firing of the biomass-coupled turbine’s HRSG when greater
amounts of process steam are needed than can be provided by the
gas turbine exhaust alone (see Fig. 1, lower). Results from a
parallel analysis with a Tomlinson recovery boiler substituted for
the black liquor gasifier/gas turbine/HRSG system are also in-
cluded (Fig. 1, upper).

Calculating Performance

The approach used to calculate cogeneration performance fol-
lows that described by Consonni et al. (1998), who also describe
details of the modeling of the two black liquor conversion systems
considered here (oxygen gasifier and Tomlinson furnace). The
discussion of methodology here is restricted to key issues relating
specifically to modeling the use of biomass in gasifier/gas turbine
systems.

Biomass Gasification. A variety of relatively large scale bio-
mass gasification technologies are at various advanced stages of
development (Weyerhaeuser et al., 1995; Williams and Larson,
1996; Larson and Raymond, 1997b). Three gasifier/gas cleanup
designs are considered here: (i) atmospheric-pressure air-blown
fluidized-bed gasification with wet scrubbing, e.g, the technology
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Fig. 1 Block representation of cogeneration systems modeled

under development by TPS (Waldheim and Carpentieri, 1998); (ii)
pressurized air-blown fluidized-bed gasification with hot-gas
cleanup, e.g., the technology under development by Carbona (Salo
et al., 1998); and (iii) atmospheric-pressure indirectly-heated gas-
ification with wet scrubbing, specifically the Battelle Columbus
Laboratory (BCL) technology licensed for North American appli-
cations to FERCO (Paisley and Anson, 1997).

The assumed biomass gasifier feedstock in the modeling here is
a mixture of pulpwood harvesting and thinning residuals and
sawmill waste, with an initial moisture content of 50 percent. The
waste bark and hog fuel generated at a typical kraft pulp mill
converting logs into pulp amounts to some 0.25 dry tonnes of
biomass per air-dry tonne of pulp product (0.25 z,/t,). Many
mills may have access to much more biomass. One detailed study
around a Weyerhaeuser pulp mill in North Carolina identified a
sustainable supply of up to 3 ¢,,/t, at reasonable cost in the form
of harvest residues and self and externally generated mill residuals
(Weyerhaeuser et al., 1995).

Table 1 gives the detailed biomass composition (in the table
caption), as well as modeled performance of alternative gasifiers.
(The overall model includes drying of the biomass from 50 percent
to 20 percent moisture content before gasification.) Empirical
gasifier performance estimates given by Weyerhaeuser et al.
(1995) have been used as a guide for the expected performance of
the air blown gasifier designs, supplemented by discussions with
developers of these designs (specifically TPS and Carbona). BCL
technology developers have been consulted in arriving at the
performance results for the third design. The gasifier heat/mass
balances in Table 1 reflect reasonable values of gasification tem-
peratures, carbon conversions, cold-gas efficiencies, heat losses,
and product gas heating values. Gas compositions have been
allowed to vary somewhat from published values in order to close

Table 1 Modeled performance of alternative biomass gasifi-
ers. The feedstock in all cases is biomass with 20 percent
moisture content with the following composition (dry mass
basis): 50.2 percent carbon, 5.4 percent hydrogen, 34.4 percent
oxygen, 0.2 percent nitrogen, and 4 percent ash. Its higher
heating value is 20.47 MJ/dry kg.

Low-Pressure Low-Pressure High-Pressure

Indirect-Heat ~ Air-blown Air-blown
Gasifier T, °C 865 920 850
Gasifier P, bar 1.50 1.34 19.8
Gasifier inputs
Air, t/t dry biomass 0.0 1.48 1.80
Air temperature, °C - 266 343
Steam #/¢ dry biomass 0.0 0.0 0.024°
Recycle gas, ¢/t dry bio. 0.06 0.0 0.0
Heat loss, % biomass
HHV 2.9 1.21 097
Carbon conv. to gas, %" 70.1 96.9 97.4
Cold gas efficiency,
% HHV 724 79.0 82.8
Clean gas
Mass, #/t dry biomass 0.82 2.44 3.09
HHV, Mi/kg 18.1 6.47 5.48
Volume %
Ar 0.0 0.468 0.433
CH, 13.045 3.375 0.052
CcO 39.236 21.333 24.394
CO, 13.083 12.480 5.245
H, 29.428 16.599 15.504
H,0 0.432 4.826 15.504
C,H, 4.316 1.238 0.502
C,Hq 0.259 0.126 0.0
N, 0.182 39.248 38.366
NH, 0.0 0.307 0.0

(a) Steam conditions are 26.9 bar, 441°C.

(b) Carbon in fuel gas divided by carbon into gasifier. The value for the
indirectly heated gasifier appears abnormally low because, unlike the
air-blown designs, char is oxidized in a separate vessel from that which
generates the fuel gas. Thus, the carbon from the char is not reflected in
the carbon conversion figure for the indirectly-heated gasifier.

the heat/mass balances, because small changes in gas composition
alone have relatively little impact on calculated overall cycle
performance (Hughes and Larson, 1998). For additional discussion
of the three biomass gasifier designs considered here, see Weyer-
haeuser, et al. (1995), Craig and Mann (1996), Consonni and
Larson (1996) and Larson and Raymond (1997b).

Turbomachinery Assumptions. The accurate modeling of
actual commercial gas turbines is an important feature of the
process modeling software used. Turbines with the characteristics
of the Siemens KWU 64.3a and the ABB GT-10 are simulated here

Fig. 2 Heat/mass balance for Tomlinson black liquor boiler with supplemental blomass boiler (shaded area)
when doelivering 16.3 GJ/tp process steam. Adapted from Consonni, et al., (1998).
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Fig. 3 Heat/mass balance for oxygen-blown black liquor gasifier/gas turbine with
supplemental biomass boiler (shaded area) when delivering 16.3 GJ/ip process steam.

Adapted from Consonni et al. (1998).

to represent state-of-the-art 70-MW, class and 25-MW, class in-
dustrial turbines. These two power output classes were selected
because the requisite fuel delivery falls within the range of black
liquor or biomass fuel that is, or could be made, available at many
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Fig. 4 Heat/mass balance for biomass-gasifier/gas turbine portion of a
full cogeneration system that includes a Tomlinson black liquor boiler
(see Fig. 2). The biomass gasifier is a low-pressure air-blown design and
is fueling a 25-MW, class turbine. The complete (biomass plus black
liquor) system delivers 16.3 GJ/tp of process steam.
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pulp mills in North America. A 70-MW, class machine is inte-
grated with the black liquor gasifier (Fig. 1, lower). Because it is
expected that atmospheric-pressure biomass gasification systems,
particularly air-blown designs, will be more competitive at smaller
scale than pressurized systems (Larson and Raymond, 1997a), the
atmospheric-pressure gasifiers are coupled with the smaller of the
two turbines. The atmospheric-pressure indirectly heated gasifier is
also modeled with the larger turbine, as is the pressurized air-
blown gasifier.

A single steam turbine is used in all cases, with steam being
generated from heat sources derived from both black liquor and
biomass (Fig. 1). A range of total process steam demand is con-
sidered. Fither a single-extraction back-pressure or a double-
extraction condensing turbine is used depending on the level of
process steam required'. (The back-pressure turbine is the paper
industry standard today.) Process steam is delivered at 10 bar and
4 bar in a mass ratio of 1:2.

Plant Integration. To reduce the complexity of the required
modeling, heat integration within the biomass sub-section of a full
plant has been done independently of that within the black liquor
processing sub-section. Figures 2 and 3 (adapted from Consonni et
al., 1998) show illustrative heat and mass balances (for a particular
process steam demand) for the two black liquor processing sys-
tems considered. A supplemental biomass boiler included in the
mass balances is shown in the shaded areas of these figures. For the
simulations reported in this paper, these shaded sections were, in
essence, replaced by alternative biomass-gasifier/gas turbine-
HRSG systems. For each of the three biomass gasifiers considered
here, Figs. 4—6 show illustrative heat and mass balances for the
biomass sub-sections for a particular level of process steam de-
mand. Steam delivered from the black liquor sub-section is indi-
cated in these figures. This steam is combined with the steam

! The performance estimates in this paper are for new cogeneration systems. In
some practical situations, it may be feasible to continue to use an existing steam
turbine by making minor modifications to it (e.g., increasing steam admission area)
while replacing only the steam generating systems at a mill. In such cases, perfor-
mance would be different from results in this paper.
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Fig. 5 Heat/mass balance for biomass-gasifier/gas turbine portion of a
full cogeneration system that includes a black liquor gasifier/gas turbine
(see Fig. 3). The biomass gasifier is a high-pressure air-blown design and
is fueling a 70-MW, class turbine. The complete (biomass plus black
liquor) system delivers 16.3 GJ/tp of process steam.

generated in the biomass sub-section and the combined flow is
delivered to the steam turbine.

Within each sub-section, efforts have been made to optimize the
heat integration among components to maximize efficiency within
practical cost (and material) constraints. Heat exchanger networks
have been designed following two guidelines. First, high-

temperature gas streams transfer heat only to water or steam-water
mixtures (evaporators); the high heat transfer coefficients guaran-
tee acceptable heat exchanger metal temperatures. Second, to the
extent possible in practice, heat is transferred across relatively
small temperature differences and between flows having similar
thermal capacities, which reduces irreversibilities.

Results and Discussion

Overall Performance Overall calculated performance is sum-
marized in Fig. 7, which shows power output per metric tonne of
pulp product (kWh/z,) for different levels of process steam pro-
duction (GJ/t,) for each of the technology configurations simu-
lated (upper set of curves) and the corresponding biomass fuel
requirements per tonne of pulp (t,/t,) (lower set of curves).

For reference, Fig. 7 includes results from Consonni et al.
(1998) for the two cases when biomass is burned in a boiler rather
than being gasified. In these cases, process steam is delivered
through a back-pressure turbine, so power output increases with
increasing process steam demand. For the cases involving gasifi-
cation of biomass, the minimum power output point represents the
maximum process steam delivery possible without supplemental
firing of the gas tarbine HRSG. For any one of these systems,
process steam demand levels to the right of the minimum power
point require greater biomass consumption to enable supplemental
firing of the HRSG. Process steam is delivered through a back-
pressure turbine in these cases. The right end point represents the
situation in which there is just sufficient oxygen in the exhaust of
the biomass-coupled turbine to enable complete combustion of the
amount of supplemental fuel required to generate the particular
process steam demand. (This curve could extend further to the
right, e.g., by introducing additional fresh combustion air, but this
is not considered here.) To the left of the minimum power point, no
supplemental firing is required. Biomass consumption remains
constant (to meet the fuel demands of the gas turbine), and lower
process steam demands enable a condensing turbine to be used to
generate additional power. The left end-point represents the case
when all of the steam generated in the biomass portion of the plant
is condensed. (The curve could extend further to the left by
condensing additional steam, but this is not considered here.)

82
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Fig. 6 Heat/mass balance for biomass-gasifier/gas turbine portion of a full cogeneration
system that includes a black liquor gasifier (see Fig. 3). The biomass gasifier is a low-pressure
indirectly-heated design and is fueling a 25-MW, class turbine. The complete (biomass plus
black liquor) system delivers 16.3 GJ/fp of process steam.
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Fig. 7 Electric power generation and biomass fuel consumption for all
cogeneration systems considered in this paper. In all cases, the black
liquor consumption is 25 GJ/t,. The two “reference” cases are from
Consonni et al. (1998).

Among the cases involving the Tomlinson boiler (solid lines in
Fig. 7), the case when biomass is burned in a boiler provides the
lowest power output for a given process steam demand. On the
other hand, biomass fuel requirements are also lowest, because a
boiler/steam turbine converts a larger fraction of input fuel to
steam than does a biomass-gasifier/gas turbine-HRSG  arrange-
ment. However, the two gasifier systems using the 25-MW, class
turbine (which have roughly comparable performance) consume
relatively modest additional amounts of biomass (especially at
larger process steam demand levels), while delivering considerably
more electrical power. With the 70-MW, class turbine, much more
power is generated than in the reference (biomass boiler) case. The
additional biomass required to accomplish this varies considerably
with the level of process steam demand.

The results for the cases involving the black liquor gasifier
(dashed lines in Fig. 7) parallel those for the set of Tomlinson
cases. Power production is considerably higher, however, due to
the more efficient conversion of black liquor to electricity. Bio-
mass consumption is also higher in large part because in these
cases steam delivered from the black liquor processing section of
the plant is lower than with Tomlinson black liquor processing.
The performance for one additional biomass gasifier is also in-
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cluded: the high-pressure air-blown design with a 70-MW, class
turbine. This case produces a comparable amount of power as the
indirectly-heated gasifier coupled to a 70-MW, class turbine, but
consumes less biomass for a given process steam demand, reflect-
ing the higher efficiency of the pressurized gasification system.

Mill-Specific Performance Comparisons. The above are
general comparisons among alternative plant configurations. Now
consider a mill-specific example. For concreteness, process steam
and power demands representative of a typical present day U.S.
mill are considered—16.3 GJ/1, and 656 kWh/t, (net of the co-
generation plant). (Consonni et al. (1998) give process energy
demand data that helps put these figures in international perspec-
tive.) Detailed heat and mass balances for plant configurations
delivering 16.3 Gl/t, of process steam are shown in Fig. 2 and 3
for the reference cases involving biomass use in boilers. Figures
4-6 show heat and mass balances for the biomass sub-section for
three of the configurations involving biomass gasification.

Table 2, which summarizes the performance of all systems,
highlights the much greater power generation levels achievable
with gasification. Biomass-gasifier/gas turbine systems coupled
with a Tomlinson boiler (left half of Table 2) would produce 50
percent to 180 percent more power than the reference Tomlinson
plus biomass boiler. When coupled with black liquor gasification
(right half of Table 2), then power production is 230 percent to 320
percent more than the case using the Tomlinson and biomass
boiler.

With one exception, the contribution of the steam cycle to total
power production is approximately the same for all systems using
a Tomlinson boiler (left half of Table 2) and for all systems using
the black hquor ga31ﬁer (right half of Table 2), because process
steam demand is fixed®. In the one case where this is not true
(Tomlinson plus indirectly heated gasifier with 70-MW, class
turbine), the steam cycle involves a condensing steam turbine
rather than a back-pressure turbine.

The last row in Table 2 bears on a situation in which the mill
might be considering replacing an existing Tomlinson-based co-
generation system. A baseline alternative in this situation might be
the installation of a new Tomlinson recovery boiler with a biomass
boiler to augment steam delivery to a back-pressure steam turbine.
If the mill has an opportunity to export power, then one of the other
plant configurations in Table 2 might be adopted. Each generates
more power than the baseline configuration, but each requires
more biomass fuel as well. Dividing the incremental power gen-
erated by the incremental biomass consumed gives a measure of
the marginal fuel cost associated with the increased power pro-
duction. The high incremental efficiencies in Table 2 indicate that
marginal fuel costs would be low. Investment and operating/
maintenance costs would obviously also be considered in any full
evaluation of alternative cogeneration options (Larson et al.,
1998).

Greenhouse Gas Emissions Reductions. Assuming the black
liquor and solid biomass energy resources at a pulp mill are
derived from renewably produced wood, the use of these energy
resources contributes little or no net emissions to the atmosphere
of carbon dioxide, the most important of the greenhouse gases;
CO, released in converting the feedstocks into power and heat is
reabsorbed by new plant growth. To the extent that the use of these
carbon-neutral resources can reduce the use of fossil fuels, net
reductions in CO, emissions would result. The potential reductions
in CO, emissions can be quantified using the above performance
estimates. Consider a pulp mill with a production rate of 1300
1,/day and process steam and power demands of 16.3 Gl/t, and
656 kWh/z,. (These are, approximately, the characteristics of the
mill considered in Table 2.) For five powerhouse technology
configurations, Fig. 8 shows the total power generated at the

* Steam turbine power is higher for the cases involving black liquor gasification
because of the higher steam generating pressure that can be used.
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Table 2 Summary comparison of alternative black liquor plus biomass cogeneration technologies for a pulp mill with a
fixed process steam demand of 16.3 GJ/admt (GJ per air-dry metric tonne of pulp product). On a mass basis, half the process
steam is delivered at 10-bar pressure and half at 4-bar.

Black figuor svstem> ' very Boiler plus; O- Black Liquor Gasifier, 70-MW class g, Divs: ]
Low-P Indirectly- Low-P High-P Indirectly
. air ~blown heated air-blown | air-blown heated
Biomass system> | pojler | gasifier gasifier Boiler* | gasifier | gasifier gasifier
MW class of biomass g.t. > 25 25 | 70 - 25 70 25 1 70
Mill output, t,/day 1241 1307
Process steam,°GlA, 16.3 16.3
Black liquor, tds/t, 1.74 1.74
Glids, HHV 14.363 14.363
Glit, HHV 25.0 25.0
Biomass, ta/t, 0.318 0.469 045 0.997 0.783 - 1.277 1.108 1.315
G, HHV 20.00° 20.47 204 2047 20.00 e 2047 2047 2047
Git,, HHV 6.36 9.60 9.35 2041 15.66 - 26.14 22.27 26.92
% direct to steam® 100 213 16.0 0.0 100 (d) 346 §6.5 28.0
Power generation, MWe
Black liquor gas turbine - - - - 89.75 - 89.75 89.75 89.75
Biomass gas turbine - 28.85 26.0 70.80 - - 68.75 27.21 70.80
Steam cycle 48.4 48.99 4388 70.50 62.00 - 60.88 61.19 60.89
Auxiliaries, MW, 1.64 8.09 4.75 10.10 19.77 - 23.19 23.79 28.48
Net power generated
MW, 46.76 69.75 70.1 131.2 132.03 - 196.2 154.3 193.0
kWhit, 904 1349 1356 2537 2424 - 3603 2834 3543
Fraction total fuel HHV 10:
Electricity 0.104 0.140 0.14 0.201 0.215 - 0.254 0.216 0.246
Process steam 0.520 0471 047 0.359 0.401 - 0318 0.346 0313
Electricity + steam 0.624 0.611 0.61 0.560 0.616 - 0.572 0.561 0.559
Power/steamn ratio 0.20 0.30 0.30 0.56 0.54 - 0.80 0.62 0.78
Excess power available®
MW, 128 358 36.2 97.3 96.3 - 160.5 118.6 157.2
kWhit, 248 693 700 1881 ] 1768 -~ 2947 2178 2887
Incremental Efficiency, % HHV. - 49 54 42 59 wae 49 44 46

(a) The results in this column are from Consonni, et al. (1998), where biomass with slightly different heating value and composition
were used.

(b) Process steam is counted at 2.315 GJ/tonne for 10-bar steam and 2.276 GJ/tonne for 4-bar steam.

(c) This is the percentage of the biomass input that is used directly to raise steam for delivery to the steam turbine. It is 100% for the
two hiomass bioler cases. For'the biomass gasifier cases, it corresponds to the percentage of the clean syngas production that is
directed to supplementary firing of the HRSG.

(d) In this case, the amount of oxygen in the gas turbine exhaust flow is insufficient for complete combustion of the amount of
supplementary-firing fuel that would be required to deliver a process steam demand of 16.3 GJ/,.

(e) This is power available in excess of the mill's assumed process requirements of 656 kWhit,,.

(f) The numerator of the incremental efficiency is the amount of power produced (kWh) by a gasification-based system (any of the last
8 columns In the table) in excess of that consumed by the Tomlinson + biomass boiler system (column 1). The denominator is the
HHV of the fuel consumed by the gasification-based system in excess of that consumed by the Tomlinson + biomass boiler system.
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Fig. 8 Power generation and net carbon emissions for five cogeneration plant configurations at a kraft pulp mill
producing 1300 f,/day. The carbon emission estimates assume that power generated at the mill in excess of that needed
for pulp production would be sold and would eliminate an equivalent amount of power produced by a utility from fossil
fuels (naturat gas or coal).
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powerhouse while meeting process steam demand. Also shown for
each case are two estimates of net annual carbon emissions from
the mill. These emissions are calculated assuming that any power
generated in excess of process needs is exported to a utility grid
where it eliminates the need to generate an equivalent amount of
power from natural gas or from coal (both cases are shown in Fig.
8). The first three sets of bars are for configurations involving a
Tomlinson furnace for black liquor processing. The last two sets of
bars are for cases with gasification of black liquor.

The first set of bars assumes fossil fuel (natural gas or coal) is
used in a boiler to augment steam production from the Tomlinson
turnace. All steam expands through a back-pressure turbine before
being delivered to the process. The positive carbon emissions are
due to the use of fossil fuel at the mill. The second set of bars
assumes a biomass boiler is used in place of the fossil fuel boiler.
Power production is the same as the first case, but carbon emis-
sions are slightly negative now because carbon-neutral biomass
has replaced the fossil fuels, and sale of some power to the grid
eliminates a small amount of fossil-derived utility power. The third
set of bars assumes a biomass gasifier/gas turbine (with supple-
mentary firing of the HRSG) is used in place of the biomass boiler.
The greater amount of power generated enables larger amounts of
fossil-derived utility electricity to be eliminated, leading to larger
negative carbon emissions. This trend is maintained in moving to
the last two bars—greater and greater amounts of power are
generated from carbon-neutral fuels, leading to more and more
negative carbon emissions.

Conclusions

The gas turbine-based cogeneration systems modeled here
would permit kraft pulp and paper mills to produce far more power
from self-generated renewable fuels than is the case today. In
1994, the U.S. pulp and paper industry produced some 48 million
tonnes of kraft pulp (AFPA, 1995) and in the process consumed
1.15 EJ of black liquor and 0.4 EJ of biomass (AFPA, 1996).
Assuming cogeneration facilities today generate 900 kWh/t, from
these fuels, as modeled here (Table 2, left-hand column), total
biomass-derived power generation in the kraft industry is some 43
billion kWh/year. The total paper industry (kraft and other prod-
ucts) burns fossil fuels to generate additional power and also
purchases power.

On average, the present level of self-generated black liquor and
biomass fuels would be sufficient to generate about 1350 kWh/z,,
or 450 kWh/t, in excess of present systems if used in cogeneration
systems that include a Tomlinson boiler and a coupled biomass
gasifier (e.g., see Table 2, second column, for which the ratio of
black liquor-to-biomass energy is approximately 1.15/0.4). At a
production level of 48 million ¢,/year, kraft mills could produce
some 65 billion kWh/year and eliminate nearly half of the 51
billion kWh that the total industry purchased in 1994 (AFPA,
1996).

Electricity generation at kraft mills would be increased even
more by the introduction of black liquor gasification. Because less
process steam would be generated from the black liquor (compared
to Tomlinson processing of the liquor), additional biomass resi-
dues would need to be used to meet steam demand. If the energy
contribution of residues were raised to approximately that of the
black liquor and both fuels were used in gasifier/gas turbine
systems, total power generation might reach 3600 kWh/admt (e.g.,
Table 2, third column from right), corresponding to 173 billion
kWh at the 1994 kraft pulp production level (or over 20,000 MW
of installed capacity). This would be some 130 billion kWh above

400 / Vol. 121, JULY 1999

the estimated present kraft industry electricity production from
black liquor and biomass. If this additional (carbon-neutral) power
were to displace electricity that would otherwise be generated from
fossil fuels, carbon emissions would be reduced by 13 or 25
million tonnes per year, depending on whether natural gas or coal
generated electricity were dispaced. For comparison, carbon emis-
sions from fossil fuel combustion in all U.S. industry in 1990 was
275 million tonnes (Watson et al., 1996).

The economics of adopting gasifier-based cogeneration systems
have not been discussed here, but they will be driven largely by the
relative cost of purchased fuels and value of electricity sales and
by relative capital investment requirements for competing systems.
Preliminary cost studies, e.g., see Larson, et al. (1998) and Wey-
erhaeuser, et al., (1995), suggest that once gasification-based pow-
erhouse technologies reach commercially mature cost levels, they
will compete well against boiler-based technologies.
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Status of Westinghouse Hot
Gas Filters for Coal and
Biomass Power Systems

Several advanced, coal and biomass-based combustion turbine power generation tech-
nologies using solid fuels (IGCC, PFBC, Topping-PFBC, HIPPS) are currently under

development and demonstration. A key developing technology in these power generation

Z. N. Sanjana

systems is the hot gas filter. These power generation technologies must utilize highly
reliable and efficient hot gas filter systems if their full thermal efficiency and cost potential

is to be realized. This paper reviews the recent test and design progress made by

Westinghouse Electric Corporation,
Science and Technology Center,
1310 Beulah Road,

Pittsburgh, PA 15235

Introduction

The high-temperature particulate filter is a key component in
developing, coal-based and biomass-based combustion turbine
power generation systems, such as Integrated Gasification
Combined-Cycle (IGCC), Pressurized Fluidized-Bed Combustion
(PFBC), Topping-PFBC, and advanced PC-fired boiler power
plants (High Performance Power Systems—HIPPS), that are cur-
rently supported by DOE/FETC (Federal Energy Technology Cen-
ter) and DOE/NREL (National Renewable Energy Laboratory). In
these applications, the hot gas particulate filter protects down-
stream heat exchange equipment, gas cleaning equipment, and gas
turbine components from particle fouling and erosion effects, and
cleans the gas to meet particulate emission requirements. The
power plant benefits because of lower-cost downstream compo-
nents, improved energy efficiency, lower maintenance, and the
elimination of additional and expensive flue gas treatment systems.

IGCC Systems. In IGCC systems, the hot gas particulate filter
operates in reducing gas conditions (i.e., presence of H,, CH,, CO,
CO,, H,S, COS, HCI, NH,, higher-hydrocarbons, alkali vapors,
etc.), high system pressure of 11.4-25.2 bara (150 to 350 psig) and
at operating temperatures usually determined by the method of fuel
gas sulfur removal, i.e., in-gasifier desulfurization, external hot
fuel gas desulfurization, or conventional cold fuel gas desulfuri-
zation. Typically, these filter temperatures range around 899°C
(1650°F) for in-gasifier desulfurization, 480 to 665°C (900 to
1230°F) for external hot fuel gas desulfurization, and 260 to 540°C
(500 to 1000°F) for cold fuel gas desulfurization.

In gasification applications, conventional cold fuel gas desulfu-
rization has been demonstrated as effective in cleaning the fuel gas
to meet turbine and environmental requirements. However, with
this cold fuel gas desulfurization process, power plant energy
efficiency is reduced, and higher capital costs are incurred. Incor-
porating a hot particulate filter upstream of the cold gas desulfu-
rization process reduces heat exchanger cost, provides for dry ash
handling, and reduces maintenance costs. This technology has
been demonstrated at both the Demkolec IGCC plant and at the
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Westinghouse in the development and demonstration of hot gas ceramic barrier filters
toward the goal of reliability. The objective of this work is to develop and qualify, through
analysis and testing, practical hot gas. ceramic barrier filter systems that meet the
performance and operational requirements for these applications.

PSI, Wabash River IGCC plant (Zon, 1996; Breton and Stultz,
1996).

Hot fuel gas desulfurization concepts (in-gasifier and external)
have also been proposed that utilize reactive solid sorbents to
remove gas phase sulfur, and hot gas filters to collect the ash and
sorbent particles. This approach in IGCC provides for higher
energy efficiency and lower cost of electricity.

IGCC systems may utilize air-blown or oxygen-blown entrained
or fluid bed gasifiers. Specific operating conditions of the hot gas
particulate filter will vary depending on these choices. In general,
hot gas filter pilot plant test experience suggests that gasifier
ash/char is noncohesive with relatively high flow resistance. Thus,
the potential for fines re-entrainment and high filter pressure drop
are reduced by selecting a relatively low filter operating face
velocity. Since the filter treats only the fuel gas component of the
total gas flow, the choice of a low filter face velocity does not
adversely impact economics. Typically, for a 100 MW, IGCC
system, the filter is required to treat a fuel gas flow of only about
2.8 m*/s (6,000 acfm) if the gasifier is oxygen-blown, and about
5.7 m*/s (12,000 acfm) if air-blown. Inlet dust loadings to the filter
also vary widely, ranging from <1000 ppmw to greater than
10,000 ppmw.

PFBC Systems. Bubbling-bed PFBC technology is being
demonstrated at commercial scale in Europe and Japan. Currently,
these plants utilize high efficiency cyclones to remove about 95
percent of the ash from the expansion gas and a “ruggedized” gas
turbine tolerates the high ash carried over from the upstream
cyclones. Stack gas cleaning with conventional baghouse fabric
filter or ESP technology is used to meet environmental require-
ments. Economic and performance improvements in these
bubbling-bed PFBC plants could be realized with the application
of hot gas particulate filters. Both the secondary cyclones and stack
gas ESPs could be eliminated, reducing equipment costs and
providing lower system pressure losses. The clean expansion gas
provided by the hot gas filter would also permit a wider selection
of conventional gas turbines with potentially higher performance
and lower cost.

The applicability of hot gas particulate filters to PFBC technol-
ogy was recently demonstrated at the American Electric Power
Tidd PFBC, 70 MWe Clean Coal Demonstration Plant. In this
project, a 10 MWe hot gas filter slipstream was operated for
approximately 6,000 hrs. over a range of conditions and configu-
rations (Hoffman, 1995). The Tidd PFBC demonstration project
was completed in March 1995. For these bubbling-bed PFBC
applications, the hot gas filter operates at a temperature of about
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860°C (1580°F) and system pressure of about 13.1 bara (175 psig)
(conditions typical of the Tidd PFBC plant). Inlet dust loadings to
the filter were initially estimated to be about 500 to 1000 ppm with
mass-mean particle diameter ranging from 1.5 to 3 um. However,
it was subsequently demonstrated in the Tidd PFBC filter slip-
stream that more reliable filter performance is achieved by elimi-
nating the PFBC primary cyclone. Filter inlet particle loading
increased to about 18,000 ppm and particle mass mean diameter
increased to 27 um.

For commercial applications typical of the 70 MWe Tidd PFBC
demonstration unit, the filter must treat up to 26.7 m’/s (56,600
acfm) of expansion gas flow. Scale-up to about 310 MWe would
require filtering over 75.5 m*/s (160,000 acfm) gas flow. For these
commercial scale systems, multiple filter vessels are required.

An alternative to bubbling-bed PFBC is circulating-bed PFBC
(PCFB). In this process the hot gas filter is exposed to higher
operating temperatures, 871-890°C (1600-1650°F) and higher
inlet particle loading. Although the inlet particle loading is high, it
contains a significant coarse fraction (mass-mean generally >15
wm), which helps mitigate the effect of the higher mass loading.
For a 75 MWe commercial scale circulating-bed PFBC plant, gas
flow to the filter is approximately 33.0 m*/s (70,000 acfm). At this
scale multiple vessels with modular filter subassemblies are re-
quired.

Topping-PCFB is being developed and planned for demon-
stration and commercialization. In this advanced power plant,
higher turbine inlet temperatures are achieved by partially ox-
idizing and devolatilizing the coal in a carbonizer unit, produc-
ing a fuel gas. The char produced is transferred to, and burned
in a circulating-PFBC unit with high excess air. The hot (8§70°C,
1600°F) vitiated air produced is used to combust the hot fuel
gas to raise the combustion gas temperature to as high as
1288°C (2350°F) (Robertson et al., 1989). With Topping-
PFBC, two parallel hot gas filter systems are required. One filter
is used to collect the ash, char, and sorbent carried over from
the carbonizer unit with the hot fuel gas. The second filter is
used to remove ash and sorbent particles carried over with the
hot vitiated air leaving the circulating-bed PFBC unit. Both
filter systems operate at high temperatures (665 to 870°C; 1200
to 1600°F) and high inlet particle loading. A 95 MWe Topping-
PFBC plant produces a hot fuel gas flow to the carbonizer filter
of about 3.8 m*/s (8,000 acfm) and hot vitiated air flow to the
CPFB filter of approximately 30.2 m’/s (64,000 acfm).

Westinghouse Hot Gas Filter System

The Westinghouse hot gas filter design, schematically shown in
Fig. 1, consists of stacked arrays of filter elements supported from
a common tubesheet structure. In this design, the arrays are formed
by attaching individual candle elements (Item 1) to a common

Outlet Clean Gas
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etal
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e Dirty
Gas
Cluster
Assembly ~ | U
)
P* Ash
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Fig. 1 Westinghouse candle filter system design
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plenum section (Item 2). All the dirty gas filtered through the
candles comprising this single array is collected in the common
plenum section and discharged through a pipe to the clean side of
the tubesheet structure. Each array of filter elements is cleaned
from a single pulse nozzle source. The individual plenum assem-
blies (or arrays) are stacked vertically from a common support
structure (pipe), forming a filter cluster (Item 3). The individual
clusters are supported from a common, high alloy tubesheet struc-
fure and expansion assembly (Item 4) that spans the pressure
vessel and divides the vessel into its “clean” and “dirty” gas sides.
Each cluster attaches to the tubesheet structure by a specially
designed split ring assembly. The cluster is free to grow down at
temperatures. The plenum discharge pipes ducting the filtered gas
to the clean gas side of the tubesheet structure are contained within
the cluster support pipe and terminate at the tubesheet. Each
discharge pipe contains an eductor section. Separate pulse nozzles
are positioned over each eductor section. The eductors assist pulse
cleaning. During cleaning, the pulse gas is contained within and
ducted down the discharge pipe and pressurizes the respective
plenum section.

The plenum assembly and cluster (stacked plenums) form the
basic modules needed for constructing large filter systems indic-
ative of utility power generation requirements. The scale-up ap-
proach is as follows:

—increasing plenum diameter (more filter elements per array)
—increasing the number of plenums per cluster
—increasing the vessel diameter to hold more clusters

In general, vessel diameter will be limited by the tubesheet struc-
ture and the desire to shop fabricate the pressure vessel.

Clay bonded silicon carbide (SiC) candle filters are commer-
cially available. The structure of these elements is mainly a coarse-
grained SiC bonded by a clay-based binder. Each element is
provided with a fine grained SiC or aluminosilicate fiber outer skin
that serves as the filtration surface.

Alternate, oxide-based ceramic materials are also being devel-
oped for ceramic barrier filter application. Candle filter elements
have been constructed using a homogeneous structure that is an
alumina/mullite (A/M) matrix containing a small percentage of
amorphous (glass) phase.

Over the past several years, Westinghouse working with DOE
and various suppliers, have helped to develop and qualify alterna-
tive, advanced ceramic filter materials and candle elements. This
development has included both dense and lightweight monolithic,
vapor infiltrated and Sol-Gel fiber reinforced and filament wound
constructions. Laboratory and field evaluation of these and other
materials are being conducted to identify, characterize and com-
pare their respective chemical and thermal stability for IGCC and
PFBC applications. The status of testing of commercial and ad-
vanced ceramic candle filters has been recently reviewed (Alvin et
al., 1997).

Westinghouse Hot Gas Filter Test Results

The Westinghouse hot gas filter system development is being
supported through key sub-pilot, pilot and demonstration pro-
grams, as listed in Table 1. This testing has included approxi-
mately 3,500 hours of operation in reducing gas environments
(gasification) and 12,000 hours in combustion (oxidizing) condi-
tions. In addition to this field experience, over 25,000 hours of test
experience has been compiled in Westinghouse sub-scale, high-
temperature, high-pressure hot gas filter simulators.

Entrained Gasification. A sub-pilot scale hot gas filter was
integrated with a 15 tpd Texaco entrained, oxygen-blown gasifier.
The facility is located in Montebello California. The filter test
program was conducted from April {989 through August 1992 and
test results were previously reported (Lippert et al., 1993). Filter
testing was in support of a base program that was focused on
evaluating hot desulfurization technologies. In this testing, the
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Table 1 Westinghouse IGCC and PFBC hot gas cleaning testing experience
Application Facility Pressure Temperature Flow Dust Load Test
bara (psig) Range °C (°F) m3/s (ACFM) (ppmw) Hours
Gasification KRW Fluid Bed 10.0-16.9 566 0.024-0.14 1,000-25,000 1300
(IGCC) Coal Gasifier PDU (131-231) (1050) (50-300)
Texaco Entrained 25.2 538-760 0.024-0.05 300-25,000 700
Coal Gasifier Pilot (350) (1000-1400) (50-110)
IGT Fluid Bed 14.5-18.9 538-899 0.06 1,000-2,500 50
Biomass Gasifier (195-260) (1000-1650) (125)
SPPC, Pinon Pine 189 538 6.3 18,000 Startup end-
IGCC Fluid Bed (260) (1000) (13,391) 1997
Gasifier (95 MW,)
Combustion SCS Wilsonville 14.8-25.2 371-816 0.47-0.80 4,000-40,000 1800
(PFBC) Transport Gasifier/ (200-350) (700-1500) (1000-1700) (Continuing)
Combustor
AEP Tidd, 10.3 649-816 3.5 600-10,000 5,800
Bubbling-PFBC (10 (135) (1200-1500) (7,500)
MWe)
FW Karhula, 12.0 843-899 1.45 4,000-18,000 3,676
Circulating-Bed (160) (1550-1650) (3,070)
PCFB Pilot
Topping- FWDC Livingston
PFBC and Test Facility
HIPPS Fluid-Bed
Carbonizer 11.4-14.8 593-816 0.047-0.094 5,000-35,000 400 (700)*
(150-200) (1100-1500) (100-200)
Circulating-Bed
Combustor 11.4-14.8 593-927 0.24-0.47 5,000-35,000 900 (700)*
(150-200) (1100-1700) (500-1000)
HIPPS Fluid-Bed
Pyrolyzer 5293 649-760 0.047-0.094 40,000-130,000 500
(60-120) (1200-1400) (100-200) (Continuing)
SCS/PSDF
Circulating-Bed 14.8-25.2 649-899 0.94 11,000 Startup
Combustor (TMW,) (200-350) (1200-1650) (2,000) 1998

*Integrated Operation, 1995

filter was used to protect the external sulfur sorbent beds from ash
plugging. This work showed that in the entrained gasification
application, stable pressure drop operation can be achieved but the
ceramic barrier filter system must be sized and designed for
relatively low face velocity of <2 cm/s (<4 ft/min) and high
operating pressure drop of >0.2 bar (>3 psi). The potential for
particle re-entrainment is a key consideration in selecting the hot
gas filter design and operating conditions.

Biomass Fluid Bed Gasification Testing. A 14 candle-
element hot gas filter system was integrated and operated with the
Institute of Gas Technology’s (IGT) RENUGAS biomass gasifi-
cation process. The RENUGAS process is a pressurized fluidized
bed, air or oxygen-blown gasifier. The development and operation
of IGT’s 10 ton per day process development unit (PDU) is
described by Wiant et al. (1993) and Lau et al. (1993). The testing
program at IGT utilized bagasse and alfalfa feed and was con-
ducted in support of the DOE/NREL Biomass Power Program, and
. specifically the Biomass Gasification Facility Demonstration in
Paiz, Hawaii.

The IGT/PDU included a tar cracker that was first operated and
characterized, It was concluded from this work that the majority of
the oil and tar from the RENUGAS process would not crack within

Journal of Engineering for Gas Turbines and Power

the pores of the filter elements if the filter temperature is main-
tained below 815°C (1500°F), but above the condensation temper-
ature of the highest boiling-point components (approximately
510°C (950°F)).

The hot gas filter testing was conducted in two, one week test
campaigns resulting in about 50 operational hours at representative
conditions. A summary of the testing conditions is given in Table
2. Test Series 1 was conducted with the full 14-element comple-
ment of candle elements. In this test series, the upstream cyclone
was disabled to increase particle size and solids loading to the filter
unit. Inlet particle analysis showed a 10.8 micron mass-mean. This
short duration test showed no operational issues, with stable base-
line pressure drop. Visual inspection, following testing, confirmed
filter integrity and high collection efficiency.

Test series 2 was conducted utilizing ten candle elements, with
the upstream cyclone fully operational. Particle analysis showed
that the mass-mean size, 3.8 microns, now entering the filter
decreased significantly compared to Test Series 1. Initially, in Test
Series 2, steady filter pressure drop characteristics were observed,
but in the latter portion of this testing, a steady rise in the baseline
pressure drop was observed, likely reflecting re-entrainment be-
cause of the smaller particle mean size. Post test inspection con-

JULY 1999, Vol. 121 / 403

Downloaded 02 Jun 2010 to 171.66.16.118. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2 Biomass fluid bed gasifier hot gas filter test summary

Table 3 SPPC-pinon pine hot gas filter design basis

Test 1 Test 2
Feed Stock Bagasse Bagasse
Filter Pressure 18.9 14.5-17.9
bara (psig) (260) (195 to 245)
Filter Gas 860-899 538-666
Temperature (1580 to 1650) (1000 to 1230)
OC (OF)
14 10
No. of Candle
Elements
2900 980 to 2500
Dust Loading, ppmw
21 30
Operating Hours
Not Detectable Not Detectable
Outlet Dust Loading
- 0.7t0 1.0
Alkali, ppmv

firmed the filter integrity and no dust was found in the clean gas
side. These test results show that better performance will be
achieved with larger mean particle sizes, thus eliminating the need
for the upstream cyclone.

This 14-element hot gas filter test unit has now been removed
from the IGT test site and installed as a slip stream off the DOE
100 ton per day Biomass Gasification Facility (BGF) located in
Paia, Hawaii. Westinghouse is the prime contractor for the DOE
Hawaiian Biomass Gasification Commercialization Program. The
program facilitates the commercialization of pressurized biomass
gasification combined cycle power plants. The first step in the
program is the technology verification phase which will result in
the accumulation of 1500 hours of testing at the Paia, Hawaii site.
The tests at nominal commercial operating pressure and tempera-
tures are required to demonstrate that the biomass feed system,
gasifier and hot gas filter units will work as an integrated system
and that the technology is ready for commercial demonstration.

The BGF has been modified to operate at pressures up to 300
psig and at throughputs of up to 100 tons per day of dry bagasse.
The Westinghouse hot gas filter system is installed in a slipstream
that will filter approximately one tenth of the bagasse product gas
flow from the gasifier. By the end of 1997, approximately 150
hours of operation on Bagasse was completed. Additional testing
is planned. '

Sierra Pacific, Pinon Pine IGCC Project. Westinghouse has
designed and supplied the hot gas filter system for the Department
of Energy’s Clean Coal Technology Demonstration, Pinon Pine
IGCC project. The coal gasification process uses the KRW fluid
bed gasifier technology, owned by The M.W. Kellogg Co., who
specified and purchased the filter. The final filter design evolved to
satisfy the project requirements of both The M.W. Kellogg Co. and
the Sierra Pacific Power Co. The plant is located at the Sierra
Pacific Power Company’s Tracy station near Reno, Nevada. The
plant will gasify approximately 880 tons/day of coal using the
KRW air-blown gasification process to generate about 95 MWe,
The plant is scheduled to begin commercial operation on coal in
1998. The gasification island portion of the plant has undergone
shakedown in preparation for coal operation and has initiated
component startup testing. The filter system has been subjected to
initial performance characterization,

Table 3 summarizes the design basis for the hot gas filter
system. The filter unit is schematically shown in Fig. 2. The filter
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Gas Environment: Reducing

Gas Flow, kg/hr (Ib/hr): 139,741 (307,800)

Pressure, bara (psig): 18.9 (260)

Gas Temperature, °C (°F): 544 (1011)
Inlet Dust Loading, ppmw: 18,400 ppm
Max. Pressure Drop, bar (psi): 0.62 (9)

vessel holds 784 candle elements, arrayed on four clusters. Each
cluster contains 187 candles distributed over four plenums.

For commercial operation, the Filter is designed for maintain-
ability. Access into the filter body is provided by four, 91 cm (36
inch) diameter manways. Two diametrically opposite manways are
positioned between clusters to access the top level of plenums.
Similarly, two diametrically opposite manways are positioned
between clusters to access the lower middle level of plenums.
Platforms were designed to bolt to the manway flanges to provide
staging for personnel to stand inside the vessel for in-situ service
work. Below each manway a set of vertically oriented rails are
provided. Ladders treads are strung between the rails to provide
access to the lower plenum service area. Personnel climb down the
ladder and work off a second platform. The arrangement is illus-
trated in Fig. 3. At any given platform location, all filters for two
adjacent plenums are accessible by rotating the associated cluster.
Such rotation is accomplished by entering the vessel head above
the tubesheet, disengaging the cluster top flange from the tubesheet
and with standard manual rigging attached between the vessel head
and cluster top flange, lifting and rotating the cluster.

The first application of the maintenance hardware was demon-
strated at the initial filter installation. Four teams of boiler makers
were trained. They worked simultaneously inside the filter vessel
and accomplished assembly of all the 748 candle elements, dem-
onstrating the overall approach to maintainability. Commissioning
of the gasification island was initiated in December 1997, and full
operation anticipated by first quarter 1998.

Pressurized Fluidized Bed Combustion. Westinghouse has
conducted hot gas filter testing at three different PFBC facilities:
the American Electric Power (AEP) 70 MWe Tidd-PFBC demon-
stration plant located in Brilliant Ohio, the Foster Wheeler (for-

SPPC — PINON PINE HGF
Pulse
L - Tube
Gas °”“°“_ j * 10 Ft. Dia. (3.05 m) Refractory
i—l- h . Lined Vessel
x a8
Candle Array 7 = Inlet * Contains 748 (1.5 Meter Long)
(16-Typ.) SIC Candle Elements
« Candle Elements are Arrayed
on Sixteen (16) Plenum

Assemblies Containing from
42 to 61 Elements
Service

Access ¢ Backpuise Cleaning -
(Typ) Recycled Fuel Gas

Ash Discharge ‘

Fig. 2 SPPC—pinon pine HGF
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mally Ahlstrom) 10 MWt circulating PCFB facility located in
Karhula, Finland, and the Foster Wheeler Development Corp.
(FWDC) test facility in Livingston, NJ. Testing at the AEP/TIDD
plant has been completed and results were previously reported
(Hoffman, 1995).

Karhula PCFB Testing. The hot gas filter testing conducted
at the Foster Wheeler Karhula 10 MWt PCFB Facility is divided
into the following three test periods:

1 Nov. 1992 through June 1994
2 Nov. 1995 through Oct. 1996
3 April 1997-continuing

Table 4 summarizes the cumulative testing hours and coals used.
A description of the Karhula facility and results from the earlier
Nov. 1992 through June 1994 testing have been reported (Lippert
et al.,, 1995). A summary of the Nov. 1995 through Oct. 96 and
April 1997 (continuing) testing is given below.

The 1995/96, testing that included 1166 hours of coal operation
was divided into three segments as summarized in Table 5. In Test
Segments | and 2, with Linwood Limestone in combination with
the Sparta coal, ash bridging was experienced in the filter array
leading to damaged, and some broken, filter elements. Subsequent
evaluations that included ash, coal, and sorbent analysis concluded
that the ash bridging could have been the result of a higher than
desired fraction of limestone fines entering the hot gas filter unit
due to initial sizing of the limestone feed. To further evaluate the
ash bridging experienced in Segments [ and 2, the original Lin-
wood Limestone was resized. Both resized Linwood and an alter-
native (Iowa Industrial) Limestone were utilized in separate test
runs in segment 3. The Iowa Limestone had been used in the 92/94
testing without incident.

The segment 3 testing included periodic shutdown and inspec-
tions between runs. The sequence of testing, sorbent used, and
results of the inspections are summarized in Table 6. Operation
with the Iowa Limestone was clearly more favorable than either
the original or resized Linwood Limestones. The resized Linwood
did appear to do better than the original Linwood Limestone.
However, particle size measurements showed that the fines frac-
tion entering the hot gas filter unit with the resized Linwood
sorbent was not significantly different from the original Linwood
Limestone. Inspection following this 626 hour test segment con-
firmed that there were no failed candles and no evidence of dust
penetrating to the clean gas side. Throughout the 1166 hours of the
1995/96 testing, the filter operating pressure drop remained stable,
even with the ash bridging that occurred in segment 2. Filter
cleaning cycles ranged from 20 to 30 minutes.

The objectives of the 1997 testing are to evaluate the PCFB
boiler emissions and hot gas filter ash characteristics using the coal
and sorbent currently anticipated for the DOE PCFB Clean Coal
Demonstration Plant planned for the City of Lakeland, Florida at
their Mclntosh Unit 4 Station, and in addition, continue the filter
material qualification testing. The filter testing is planned in two
separate test segments. The first test segment has been completed

Table 4 Westinghouse hot gas filter test coals at Foster Wheeler Circulating-bed PFBC—Karhula, Finland

Coal Hours Hours Hours
(Oct. ‘92 - Feb. ‘94) (Nov. ‘95 - Oct. 96) April ‘97

Illinois No. 6 306

Iowa Rawhide 61

Newland 300

Kentucky 270

Black Thunder 804

Bituminous 170

Pennsylivania 135

Sparta 1166

E. Kentucky 454
Total Coal (Period) 2046 1166 454
Total Coal (Cumulative) 3212 3666

Journal of Engineering for Gas Turbines and Power
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Table 5 Summary of Karhula filter operation (Nov. '95-Oct '96)

Parameter Segment 1 Segment 2 Segment 3
Coal Illinois #6 (Sparta) Illinois #6 (Sparta) Illinois #6 (Sparta)
Sorbent Linwood Limestone Linwood Limestone Linwood Limestone
Jowa Limestone
Resized Linwood
No. of Active 112 112 128
Elements
Operating Hours 153 387 626
(Coal)
Filter Temperature 441-456 437-460 448-460
°C (°F) (826 - 853) (818 - 860) (838 - 860)
Filter Pressure, 10.7 - 11.1 10.6-11.3 10.5-10.7
bara
Inlet Dust Loading, 12000 - 13000 12000 - 15500 11000 - 12500
ppmw
Pulse Interval, min. 30 15-30 30
Pressure Drop After 90 - 123 79 - 157 61 - 87
Cleaning,
mbar

and focused on ash characterization, Table 7. Inspections of the
filter were conducted following approximately 100 hours of oper-
ation and again at the end of the 454 hour test segment. No
evidence of ash bridging was detected at either inspection. Dust
deposits were minimal with a relatively uniform residual ash layer
over the candle elements. Throughout the 454 hours of testing, the
filter operating pressure drop remained stable and cleaning cycles
ranged around minutes. Segment 2 testing began in August 1997.
An additional 587 hours of operation was accomplished complet-
ing the 1997 test programs.

During the period of the Karhula testing, inspections of the hot
metal structures have been conducted. These periodic inspections
and evaluations have confirmed the integrity of the base metal
{minor oxidation and embrittlement) and structural welds. Based
on the Karhula PCFB testing and follow-up cluster assembly
inspections, the hot metal structures have performed as designed,
with minor maintenance.

The Westinghouse 128-candle element cluster utilized at the
Karhula PCFB facility was designed in 1991 and fabricated and
installed into the Karhula facility in September 1992. Although
candle elements have been changed, the basic hot metal structures
have been utilized throughout the 3666 hours on coal operation
788 to 899°C (1450 to 1650°F) plus another 1600 hours of high
temperature operation on heavy and light oil used during startup,
shutdown and other operating periods. During this period, it is
estimated that the filter has experienced over 300 thermal cycles
(startup, shutdown, hot restart, load changes, etc.) under which
metal damage accumulation would normally be expected. Al-
though it is difficult to extrapolate this test experience to a com-
mercial, base loaded power plant, this test experience has helped to
establish the commercial viability of the hot metal structures.

FWDC/Livingston HGF Testing. Testing supporting the de-
velopment of the Topping-PFBC has taken place at the Foster
Wheeler Development Corporation (FWDC) pilot plant facility
located at the John Blizzard Research Center in Livingston, New
Jersey. As part of this program, separate carbonizer filter and
combustor filter testing was conducted, followed by integrated
operation of the test facility.

Recently the operation of the 22-element Carbonizer/Filter has
been continued as part of the Foster Wheeler/DOE HIPPs program.
The Foster Wheeler Development Corporation (FWDC) is a par-
ticipant in the DOE HIPPS Program for advanced pulverized
coal-fired electric utility plants. In the concept, an air-fluidized
sand-bed pyrolyzer, with injected pulverized coal and limestone,
generates a low-Btu fuel gas, and a char-sorbent mixture. The fuel
gas and most of the char-sorbent mixture flows directly into a hot
gas filter. The cleaned fuel gas is then fired in a combustion
turbine, and the char-sorbent mixture is burned in a conventional
PC-furnace.

FWDC is testing the fluidized bed pyrolyzer pilot unit with a hot
gas filter supplied by Westinghouse. The filter pressure vessel
contains 22 filter elements, 11 on each of two side-by-side plenum
chambers. The filter elements are 14 m long ceramic elements, 2
supplied by Coors and 10 each by Schumacher and Pall. Filter test
results have been compiled in one shakedown test (HSD-2, March
1997), and in the first test run (TR-1, April 1997). Six set points
were established during the TR-1 campaign. The test conditions
and performance results are summarized in Table 8.

The hot gas filter commercial temperature is about 537°C
(1000°F), and the FWDC testing has operated at filter temperatures
up to 760°C (1400°F). No cyclone is used in the plant, and the ash
loading to the filter is very high. The filter internals were inspected
by boroscope following the testing and found to have no damaged
candles and to be free of bridging and deposits. No significant
difficulties with ash drainage from the vessel were observed during
the testing. The FWDC pyrolyzer filter testing has shown that the
Westinghouse hot gas filter can operate well even with inlet dust
loadings greater than 100,000 ppmw. The high dust loading of
coarse particles, 30-50 wm in mass-mean diameter, may minimize
problems with bridging and vessel drainage. The filter cake per-
meability is comparable to previous measurements made during
carbonizer filter testing in the Topping-PFBC program. FWDC
will continue pyrolyzer testing at higher pressures (up to 200 psig)
during the second test run (TR-2), scheduled for end-1997.

Power Systems Development Facility (PSDF). Westing-
house designed and supplied two particle control devices (PCD-

Table 6 Summary of Karhula filter testing using alternative sorbents (segment 3)

Sorbent Feed Qperating Hours Inspection
Original Linwood 142 Clear evidence of initiation of ash bridging, similar to that seen in
Test Segments 1 and 2.
Towa 266 Dramatic change in ash characteristics, no indication of further ash |
bridging or ash accumulation.
Resized Linwood 218 Inconclusive, some evidence of the initiation of ash accomulation
that would lead to bridging.
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Table 7 Summary of Karhula filter operation (April ’97-continuing)

Parameter Segment 1
Coal E. Kentucky (Beech Fork)
Sorbent Gregg Limestone
No. of Active El 128
Operating Hours (Coal) 454
Filter Temperature, °C 847 - 853
Filter Pressure, bara 11.3
Inlet Dust Loading, ppmw 9400
Pulse Interval, min. 20- 30
Pressure Drop After Cleaning, mbar 60 - 95

Table 8 FWDC HIPPS pyrolyzer filter test conditions and performance

Test Period HSD-2 TR-1
Filter pressure, bara (psig) 3.8-5.7 5.7-11.3
(40-60) (60-120)
Filter temperature, °C (°F) 649 760
(1200) (1400)
Face velocity, cm/s (ft/min) 1.27 1.38
2.5) 2.7
Inlet dust loading, ppmw 40,000-120,000 40,000-180,000
Baseline DP, mbar (in-wg) 25-62 100-150
(10-25) (40-60)
Pulse interval (min.) 10-12 9-10
Continuous test time (hr) 62 80

301 and PCD-352) for installation and operation at the Southern
Companies Service, PSDF located in Wilsonville Alabama. The
PCD-301 unit has been installed into the MWK Transport Reactor
(TR) test loop. The TR is designed to operate in either a gasifica-
tion or combustion mode. Testing to date has been in the combus-
tion mode.

PCD-301 hot gas filter system is a two-plenum, single cluster
unit containing 9! candle elements. The filter installation, and
pressure and pulse-skid check-outs were completed in July 1996.
The first operation on coal occurred Aug. 14-21, 1996 during
which period the TR operated on coal for 80 hours. Up to the end
of May 1997, the PCD has been subjected to more than 1000 hours
in combustion with about 737 hours on coal feed with tempera-
tures up to 754°C (1390°F) and pressures to 12.7 bara (170 psig).
The on-coal run conditions through May 27, 1997 are summarized
in Table 9.

The PCD-301 system in general has performed very well under
a variety of particle loading conditions. Typical loading has been
4,000 to 20,000 ppm. Occasionally, upsets during commissioning
of the TR have produced transient loading to the filter as high as
100,000 ppm. The high loading has been mitigated to some extent
by the large average particle size distributions coming over from
the TR. Pulsing has been regular and effective, requiring a tank
pressure of 400-450 psig with a pulse frequency of one every 30
to 45 minutes. Pressure drop increases prior to pulsing have
generally been relatively low, 25-150 mbar (10-60 iwg) being
typical. Limited particulate sampling made at the PCD outlet has
confirmed overall PCD collection efficiencies to be >99.9 percent.

During shakedown operations, and startup and commissioning
activities, there were two candle failure events which were caused
by TR upsets. In the first event which occurred in August 1996
(Run CCT1C), 77 of 91 filter elements were broken when the filter
vessel was filled with ash almost up to the gas inlet pipe. During
this event the fail-safe devices located at the outlet of each candle
element operated exactly as designed and prevented the ash from
flowing downstream. The second event occurred in early April
1997 (Run CCT4C, not included in summary table), in which
during startup coal fines were inadvertently fed into the PCD. The
temperature was high enough to cause ignition of fines on the filter
elements. The resulting thermal stress produced by the event was
sufficient to damage almost all of the 91 filter elements. All the
other Test Runs shown on Table 9 were completed without inci-
dent.

Future Activities

Ceramic barrier filter systems designed and supplied for test and
demonstration by Westinghouse have been found to function reli-
ably, with high efficiency so long as significant ash bridging
conditions and process upset conditions are avoided. Operating
with relatively coarse inlet particle sizes, and high inlet particle
loading tends to result in reliable filter operation and benefits the
total power plant application economically. Ceramic barrier filter
testing in continuing for IGCC and PFBC applications.

FWDC/Karhula Circulating-Bed PFBC Filter Testing.
Test operations continue at the FWDC, 10 MWt circulating-Bed
PFBC facility at Karhula Finland that utilize the Westinghouse hot
gas filter candle unit containing up to 128 elements, Testing is
focused on evaluating alternative candle materials to temperatures
above 830°C. Following the completion of testing, currently
planned for end-1997, the filter elements, gaskets, metal support
structure, and other internal components will be evaluated.

Power Systems Development Facility. Operation of the
Kellogg transport reactor and PCD-301 filter system is continuing
under the combustion mode. Plans for operation in the gasification
mode are being developed. The PCD-352 filter unit has been
completely fabricated and delivered to site. This unit will serve as
the hot gas filter for the Combustion Leg of the Topping-PFBC test
loop. Installation is ongoing, with operation expected in 1998. The
PCD-352 filter unit is a 3-Cluster, 2-Plenum unit that can hold up
to 273 candle elements. Clusters from the PCD-301 filter unit are
interchangeable with clusters from the PCD-352 filter unit. Can-
dles for the PCD-352 filter unit have not been selected.

Sierra, Pinon Pine 95 Mwe IGCC. Plant start-up on coal is
expected in early 1998. The Westinghouse hot gas filter unit is
installed and ready for operation following checkout and cold
testing. A substantial test program will proceed at the facility. A
small, slip-stream filter unit is being installed at the site to subject

Table 9 Run conditions at the PSDF transport combustor filter test through April 27, 1997

Run. No. Hours on Coal/Sorbent TR Bed Max. Filter Filter Pressure
Coal Materials Temp. °C (°F) bara (psi
CCTIC 80 AL Bituminous Alumina 371 (700) 11.4 (150)
Dolomite
CCT2C 146 AL Bituminous Sand 316 (600) 12.0 (160}
Dolonite
CCT4A/B 58 AL Bituminous Sand 499 (930) 12.0 (160)
Dolomite
CCT4D 173 AL Bitum. / Dolomite Sand 538 (1000) 12.0 (160)
CCT5A 181 AL Bitum. / Dolomite Sand 746 (1375) 12.0 (160)
CCT5B 99 AL Bitum. / Dolomite Sanad 760 (1400) 12.0 (160)
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advanced filter elements to the fuel gas environment for durability
evaluation.
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Rapid Characterization of Fuel
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Atomizers Using an Optical
Patternator

Planar laser scattering (PLS) and planar laser-induced fluorescence (PLIF) tech-
niques are currently being used for rapid characterization of fuel sprays associated

with gas turbine atomizers, diesel injectors, and automotive fuel injectors. These

W. D. Bachalo

techniques can be used for qualitative, quantitative, and rapid measurement of fuel
mass, spray geometry, and Sauter mean diameters in various sprays. The spatial

distribution of the fuel mass can be inferred directly from the PLIF image, and the
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Sauter mean diameter can be measured by simultaneously recording the PLIF and
PLS images and then raticing the two. A spray characterization system incorporating
the PLS and/or PLIF techniques has been loosely termed an optical patternator, and

in this study, it has been used to characterize both steady and pulsed sprays. The
results obtained with the optical patternator have been directly validated using a
phase Doppler particle analyzer (PDPA ).

Introduction

The performance and emissions of various engines and power
plants, such as Diesel engines, automotive engines, gas turbines,
and industrial furnaces, are dependent upon the global spray
characteristics, Over the years, various diagnostic techniques
have been developed for detailed experimental spray character-
ization. These measurement techniques can be broadly classified
as either point measurement techniques or planar measurement
techniques. Point measurement techniques generally use a fo-
cused laser beam to define a small measurement probe volume
in the flow field. The dimensions of the measurement probe
volume is typically about 1000 ym X 200 xm. Among the point
measurement techniques developed for spray characterization,
the most widely used is the phase Doppler interferometer that is
capable of measuring the size and velocity of individual droplets
in a spray [1]. More recently, the Rainbow Refractometer has
been developed for droplet refractive index measurement, and,
furthermore, this technique has been integrated with a phase
Doppler interferometer for the simultaneous measurement of
droplet size, velocity, and temperature in spray flames [2].

Planar measurement techniques that have been used for spray
applications include particle image velocimetry (PIV) {3], ex-
ciplex vapor/liquid imaging [4], exciplex thermometry [5],
and ‘‘Mie’’ imaging. More recently, planar laser-induced fluo-
rescence imaging [6] has been used to measure the liquid mass
distribution in sprays. With regard to planar droplet sizing in
sprays, few different techniques have been investigated. Hodges
et al. have used an ensemble scattering polarization ratioing
technique for the planar measurement of mean droplet diameters
in a spray [7]. Also, Herpfer and Jeng [8] have developed
an extended PIV system, called the streaked particle imaging
velocimeter and sizer, for particle size measurement in sprays.
This technique basically measures the size of individual parti-
cles in the image field based upon the scattered light intensity.

We have been developing and testing an optical patternator,
which can be used for the rapid evaluation of gas turbine noz-
zles, Diesel injector, and automotive fuel injector performance.
It can be used to study the temporal and spatial (both planar
and global) atomization and spray characteristics of different
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atomizers both qualitatively and quantitatively. In general, the
Optical Patternator incorporates a planar fluorescence imaging
technique to rapidly extract information on the fuel mass distri-
bution in the spray. Various geometrical properties of the spray,
such as spray angle and spray symmetry, can also be measured.
Unlike mechanical patternators, injection phase resolved mea-
surement is possible with the optical patternator. The optical
patternator can also simultaneously record fluorescence and
elastic-scattered light from the spray droplets for directly mea-
suring the Sauter mean diameter {9, 10]. Using suitable valida-
tion or acceptance criteria, the optical patternator can evaluate
the quality of the spray pattern. For quality assurance purposes,
the optical patternator can be used to make a rapid decision
with regard to the acceptance or rejection of the fuel injectors.

In this study we have applied the optical patternator to a
steady-state spray created by a pressure atomizer and have com-
pared the results to those obtained with a PDPA. The newly
developed technique is also sufficiently robust to provide time
dependent SMD information for transient spray processes such
as in automotive fuel injectors and diesel sprays. Preliminary
measurements have also been performed in a fuel injector spray.

Optical Patternator

The optical patternator employs both elastic light scattering
and fluorescence scattering characteristics from an ensemble of
spherical droplets to compute both the fuel mass and SMD.
When a droplet (containing fluorescence excitable molecules)
is illuminated by a laser light source, a portion of the incident
light energy is absorbed by the excitable molecules that is then
radiated as fluorescence (frequency shifted from the incident
light wave). The remaining portion of the incident light basi-
cally experiences elastic light scattering (elastic scattering im-
plies that the radiated light has the same frequency as the inci-
dent light). The fluorescent signal is used to infer the fuel
mass, and the information contained in both the fluorescing and
nonfluorescing scattered light is used to directly measure the
Sauter mean diameter everywhere on a single plane of the spray.

Elastic Light Scattering Theory. A mathematical solution
for describing the complex elastic-light scattering characteristics
by spherical particles is provided by the Lorenz-Mie theory
[11]. The Lorenz-Mie theory can be used to compute the magni-
tude of the scattered light intensity at any point in space. The
solution is a complex function of the droplet diameter, the scat-
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tering angle, the refractive index of the droplet, the incident
beam polarization, and the wavelength of the incident laser
beam. Figure 1 shows the predicted variation of the scattered
light intensity as a function of droplet diameter when an f/5
lens is used to collect the scattered light at 45 deg and 145 deg
scattering angles. The solid line shown in the figure is a second-
order fit to the theoretically computed data. The scattered light
intensity can be definitely observed to vary in proportion to
the square of the droplet diameter. Similarly, Fig. 2 shows the
-computed intensity variation for a scattering angle of 90 deg.
This angle corresponds to orthogonal viewing. At this viewing
angle, not only is the magnitude of the scattered intensity lower
than for the forward and backscattered angles, but also some
oscillations can be seen in the scattered intensity versus diame-
ter plot. The data presented in Figs. 1 and 2 were computed
assuming the droplet refractive index to be m = 1.334. The
imaginary component of the refractive index was assumed to
be zero, implying that the droplets do not absorb the incident
energy. However, if laser induced fluorescence is to be excited
from the droplets, then they must absorb a portion of the incident
energy. This implies that the fluorescing droplets must have a
nonzero imaginary component for the refractive index. Figure
3 shows the results of the Lorenz-Mie calculations assuming
the droplets to have a refractive index of m = 1.334-0.001i.
The data show that a little absorption by the droplets helps to
eliminate the oscillations in the intensity versus diameter curve,
again yielding a D 2-relationship for the scattered light intensity.

The Lorenz-Mie theory clearly shows that for absorbing drop-
lets the scattered light intensity is proportional to the square of
the droplet diameter, especially for droplets greater than about
1 pym in diameter. Therefore, the dependence of the scattered
light intensity on the particle diameter can be well approximated
by the following equation: '

I, = kD?, (1)

where I, is the scattered light intensity, & is a constant (which
can either be theoretically computed or experimentally deter-
mined), and D is the droplet diameter.

Fluorescence Scattering. It is also known that the fluores-
cence signal is proportional to the concentration of fluorescing
molecules, which, in turn, is proportional to the liquid volume
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Fig.1 Computed variation of scattered light intensity with droplet diam-
eter. The calculations were performed using the Lorenz-Mie theory. The
droplet refractive index was assumed to be m = 1.334.
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Fig.2 Computed variation of scattered light intensity with droplet diam-
eter. The calculations were performed using the Lorenz-Mie theory. The
droplet refractive index was assumed to be m = 1.334.

or its mass [6]. This implies that the fluorescent intensity from
a droplet is proportional to the cube of its diameter. Therefore,
the dependence of the fluorescence light intensity on the particle
diameter can be expressed as

I = ¢D?, (2)

where Iy is the fluorescent intensity, ¢ is a constant (which can
either be theoretically computed or experimentally determined),
and D is the droplet diameter.

Measurement Principle. As discussed earlier, the basic
principle behind this measurement technique is to simultane-
ously excite both fluorescence and elastic-light scattering from
an ensemble of spray droplets lying in a plane defined by a
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Fig.3 Computed variation of scattered light intensity with droplet diam-
oter. The calculations were performed using the Lorenz-Mie theory. The
droplet refractive index was assumed to be m = 1.334-0.001i.
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laser light sheet. The illuminated plane containing the ensemble
of droplets is then imaged on to a photo-detector such as a two-
dimensional CCD array camera, or maybe even a photographic
film. Because fluorescence and elastic-light scattering occur at
different optical frequencies, the two can be separated out before
imaging with the help of appropriate optical line filters that are
used in conjunction with other optical components. Therefore,
two images (one fluorescence and one elastic-light scattering)
can be obtained simultaneously. Each of these images can be
recorded by two separate camera systems, or by a single camera
fitted with appropriate image-splitting optics. In steady-state
applications, where we have reasonable confidence that the flow
or spray characteristics does not change with time, it is also
possible to use a single camera to record the fluorescence and
elastic-light scattering images in sequence.

Because the droplets have to absorb a portion of the incident
laser light in order for the fluorescence to occur, the refractive
index of the droplets will consist of both a real part and an
imaginary part. Therefore, the unabsorbed portion of the inci-
dent light that undergoes elastic-light scattering can be suitably
described using Eq. (1). That portion of the incident light that
is absorbed and is re-emitted as fluorescence can be described
using Eq. (2).

Typically, the imaging system will be set up in such a fashion
that the magnification ratio is much less than 1. Each pixel will
therefore map an area in the interrogation region that is several
times greater than the area of the pixel. Therefore, the amount
of light that will fall on each pixel (picture element) of the
CCD camera will correspond to the combined fluorescent/scat-
tered light from an ensemble of droplets that lie within the
pixel’s mapping area. Furthermore, because of the random
placement of the droplets within this mapping area, the scat-
tered/fluorescent light will lack coherence and will not interfere.
For such a situation, the intensity of the fluorescent signal falling
on a CCD pixel, defined by the coordinates (x, y), from a
collection of randomly distributed droplets can be expressed as

I(x,y) = L(x, ) X Ni(x, y)DI(x, y), 3

and the intensity of the elastic light scattering can be expressed
as

Is(xs )’) =Ii(xs )’)kZN:(x, }’)DIZ(L )’), (4)

where I,(x, y) is the intensity of the incident light source,
I(x, y) is the fluorescent intensity, I;(x, y) is the elastic light
scattering (Mie scattering) intensity, N; is the number of parti-
cles of size class D;, and ¢ and k are constants that were
described earlier.

Taking the ratio of Egs. (3) and (4) we get,

Lxy _¢ {2 N (x, y)Di(x, y)]
L(x,y) k[ ZNi(x,y)D}(x,y) |

(5)

Equation (5) can be re-written in terms of the measured Sauter
mean diameter (SMD) as follows:

If(x7 )’)
I(x, y)

where K is a calibration constant, and Ds,(x, y) is the spatial
Sauter mean diameter representing the droplet region in a planar
region that has been mapped into the CCD pixel identified by
the coordinates (x, y). Equation (6) can be rewritten as follows:

1 ({L(x,
Da(x,y) = % (—1{‘8 yy))) .

= KD32(x’ y)v (6)

(7

Equation (7) shows that the measured fluorescent intensity and
the scattered intensity can be directly used to compute the SMD.
Since, a two-dimensional representation of the fluorescent and
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the elastic light scattering images have been recorded, Eq. (7)
directly yields the spatial variation of the SMD in the spray.

Optical Patternator System Components

Typical components of the optical patternator are shown in
Fig. 4. Basically, it consists of a laser, a light sheet projector,
camera, frame grabber, timing controller, computer, and data
acquisition, analysis, and visualization software. The light sheet
projector is used to illuminate a two-dimensional plane within
the spray field of interest. In dense spray fields such as that
associated with rocket injectors and gas turbine atomizers, sig-
nificant attenuation of the incident light sheet can occur. To
overcome this effect a sequential double-pass light sheet system
and suitable processing algorithm are needed [12]. The fuel
droplets lying within the measurement plane scatter the incident
light, and a two-dimensional array camera is used to image the
illuminated plane. An image splitter is placed in front of the
camera to split the image into two before being imaged by the
camera. Appropriate optical filters placed in front of the camera
will allow for simultaneously recording of both the elastic light
scattering pattern as well the laser induced fluorescence pattern.
The image is digitized by a frame grabber and processed by the
computer to yield the spatial variation of the fuel mass as well
as the Sauter mean diameter.

The type of laser that is needed depends upon the application
at hand. For example, a continuous-wave (cw) laser, such as
an argon-ion laser, can be used if the fuel (or simulant) can be
doped with an appropriate dye that can fluoresce when excited
by the argon-ion laser wavelengths. For example, water doped
with fluorescein-di-sodium salt fluoresces at about 530 nm when
excited by an argon-ion laser. On the other hand, for many
production related applications, such as quality assurance, it is
not feasible to dope the calibration fluid. In this case, appropriate
lasers have to be chosen to excite fluorescence from the fluid.
For example, different grades of Stoddard Solvent are generally
used as automotive and gas turbine calibration fluids. Fluores-
cence at UV wavelengths can be excited from these fuel simu-
lants by using a pulsed Nd:YAG laser fitted with a fourth har-
monic generator.

Similarly, the type of camera (high resolution or low resolu-
tion, 8-bit or 16-bit, digital or RS170 compatible analog, gated
intensified or not) depends upon the application at hand. For
quality assurance purposes, where processing speed is im-
portant, a RS170 gated-intensified camera may be appropriate.

Complete control of the injector, camera, and laser is
achieved via the software. The software displays the single-shot
images as they are being acquired. Ensemble averaging provides

Fuel Split-Stream
Supply Injection

Fig. 4 Schematic of the optical patternator developed for fuel injector
spray characterization

JULY 1999, Vol. 121 / 411

Downloaded 02 Jun 2010 to 171.66.16.118. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a means for smoothing out the images. Further smoothing is
achieved by built-in digital filters. Because the camera and the
laser light sheet is set up to have an oblique viewing angle, the
acquired images have to be corrected for perspective distortion.
The system software incorporates fast algorithms for perspec-
tive correction. After smoothing and correcting the ensemble
averaged image, user selectable masks of various shapes and
size can be applied to compute the spatial distribution of the
liquid mass from the laser induced fluorescence image. Addi-
tional logic is applied, and the fluorescence image is divided
by the elastic scattering image to yield the Sauter mean diameter
distribution.

Results

Measurements in Pressure Atomizer Spray. The spray
created by a Delavan pressure atomizer was chosen for this
study. Water was chosen as the test liquid. Since water does
not fluoresce when excited by the argon-ion laser source, a
small amount of fluorescein-di-sodium salt was added to the
water. The 488.0 nm wavelength from an argon-ion laser was
used to create the light sheet. The fluorescein (in the water
solution) absorbs the argon-ion light source and fluoresces at
about 530 nm. At the same time, elastic-light scattering at the
incident laser wavelengths can also be observed. Because the
spray created by the pressure atomizer is a steady-state process,
the fluorescence and scattered light images were recorded in
sequence using a single camera. To record fluorescence, a 530
nm high pass optical filter was placed in front of the camera.
To record light scattering, a 488.0 nm line filter was placed in
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Fig.5 Qualitative representation of the planar SMD variation in the spray
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Fig. 6 Radial variation of the SMD at an axial location Z = 100 mm.
Comparison of PDS and PDPA measurements.

front of the camera. For these studies, the camera was located
to have an orthogonal viewing angle with respect to the illami-
nating light sheet.

Several (about 32) fluorescence and light scattering images
were recorded and saved in the system computer. The first
step in the processing algorithm involved performing a separate
ensemble average of the acquired fluorescence and light scatter-
ing images. The fluorescence image was then divided by the
scattering image to give rise to a qualitative image of the SMD.
Appropriate logic was included in the system software to ensure
that division by zero does not occur. Figure 5 presents a typical
pseudo-color representation of the planar variation of the SMD
within the spray.

The qualitative SMD image shown in Fig. 5 was transformed
into a quantitative SMD image by calibrating the PDS results
with that obtained with a PDPA. In other words, the D32 mea-
sured by the PDPA at a single point in the spray was used to
calculate the calibration constant K in Eq. (7). Figure 6 shows
the comparison of the SMD values obtained with the PDS (after
calibration) and the PDPA. These measurements represent the
radial variation of the SMD at a distance of about 100 mm from
the injector (the location is depicted by the white horizontal
line in Fig. 5). The pressure atomizer was operated at 50 psi.
Similarly, Fig. 7 shows a comparison of the PDS and PDPA
measurements at an axial distance of 75 mm from the nozzle.

In Figs. 6 and 7, the optical patternator measured D32 values
are in excellent agreement with those obtained using the well-
established PDPA, especially at the center of the spray. Toward
the outer edges of the spray, the optical patternator and PDPA
data begin to disagree. The reason for this is attributed to the low
density of particles at these locations. The optical patternator
measurements were obtained with a constant exposure time for
the camera. This means that irrespective of the radial location
within the spray, the sampling time remains fixed. Therefore,
the optical patternator system does not see enough particles at
the outer edges of the spray, and the ones that are recorded are
the larger drops because of the available dynamic range of the
camera. On the other hand, the PDPA was allowed to sample
as long as was required to acquire 5000 samples.

Figure 8 shows the PDPA measured data rate at an axial
location of z = 100 mm. The pressure atomizer was operated
at 80 psi. It can be observed that the data rate is maximum at
the center of the spray and drops toward the outer edges of the

Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.118. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



110

105 +

100 ~

95 -

D., (microns)

90

85 -| Q
-0 Patternator
® PDPA

80 T T T T T T
-40 -30 -20 -10 0 10 20 30
X {(mm)

Fig. 7 Radial variation of the SMD at an axial location Z = 75 mm.
Comparison of PDS and PDPA measurements.

spray. If we were to arbitrarily set the minimum acceptable data
rate as 400/sec then Fig. 9 shows that the comparison between
the optical patternator measurement and PDPA measurements
are excellent. This demonstrates that the Optical Patternator
technique will yield good results provided the sampling time is
long enough to record a large number of samples. This require-
ment makes the system ideal for dense spray application where
the PDPA generally has difficulties.

Measurements in Fuel Injector Spray. Preliminary mea-
surements have also been performed in a split-stream fuel injec-
tor spray with Stoddard solvent as the liquid. The injector and
the Stoddard were supplied by Siemens’ Automotive. The Stod-
dard solvent can be made to fluoresce at about 300 nm by
exciting it at 266 nm. Therefore, a quadrupled Nd:YAG laser
was used for these studies. Appropriate filters were placed be-
fore the camera to filter out the scattered light at 266 nm and
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Fig. 8 PDPA measured data rate at Z = 100 mm
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the fluorescent light at 300 nm. The injector was operated at
60 Hz in synchronization with the camera frame rate. The laser
was operated at 10 Hz, again in synchronization with a particu-
lar phase of the fuel injection cycle. This implies that an image
was recorded for every six pulses of the injector. The laser
pulse is only 5 ns wide, and, therefore, the individual droplets
are basically ‘“‘frozen.”” An ensemble average performed over
128 images helps to smooth out the statistical variation in the
individual images. Another digital filter is applied to further
smooth out the image. These measurements were performed
with the light sheet being orthogonal to the spray direction and
the camera was mounted at an oblique angle of about 30 deg,
as shown in Fig. 1. The processed image was then corrected
for perspective distortion.

Figures 10 and 11 show the spatial distribution of the fluo-
rescent intensity at two different phases of the injection cycle;

Fig. 10 Spatial distribution of fuel mass (fluorescence intensity) for a
split-stream fuel injector 6 ms after onset of injection. The pulse duration
was set for 20 ms. The fluorescence from Stoddard solvent was excited
by a frequency quadrupled Nd:YAG laser.
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Fig. 11 Spatial distribution of fuel mass (fluorescence intensity) for a
split-stream fuel injector 11 ms after onset of injection. The pulse dura-
tion was set for 20 ms. The fluorescence from Stoddard solvent was
excited by a frequency quadrupled Nd:YAG laser.

namely, 6 ms and 11 ms after the start of injection. The measure-
ments were made at an axial location of Z = 100 mm and the
injection pulse width was set to 20 ms.

Conclusions

An instrument has been developed for rapid characterization
of sprays. The validity of the optical patternator measurements
has been verified in a pressure atomizer spray by comparing
with PDPA measurements. Preliminary measurements have also
been undertaken in fuel injector spray. The optical patternator
shows tremendous potential for real-time measurement of the
SMD in sprays. By traversing the atomizer, or by rapidly scan-
ning the light sheet, a global characterization of the spray can

414 / Vol. 121, JULY 1999

be achieved in a relatively short time, This instrument is an
ideal complement to the PDPA which is a single particle counter
possessing excellent temporal and spatial resolution capabilities.
Furthermore, the optical patternator is ideal for dense spray
applications where the reliability of the PDPA becomes ques-
tionable.
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Nonlinear Heat-Release/
Acoustic Model for
Thermoacoustic Instability in
Lean Premixed Combustors

Lean premixed combustors, such as those used in industrial gas turbines to achieve low
emissions, are often susceptible to thermoacoustic combustion instabilities, which mani-
Jest themselves as pressure and heat release oscillations in the combustor. These oscil-
lations can result in increased noise and decreased durability due to vibration and flame
motion. A physically based nonlinear parametric model has been developed that captures
this instability. It describes the coupling of combustor acoustics with the rate of heat
release. The model represents this coupling by accounting for the effect of acoustic
pressure fluctuations on the varying fuel/air ratio being delivered to the flame, causing a
Sfuctuating heat release due to both fuel air ratio variations and flame front oscillations.
If the phasing of the fluctuating heat release and pressure are proper, an instability results
that grows into a limit cycle. The nonlinear nature of the model predicts the onset of the
instability and additionally captures the resulting limit cycle. Tests of a lean premixed
nozzle run at engine scale and engine operating conditions in the UTRC single nozzle rig,
conducted under DARPA contract, exhibited instabilities. Parameters from the model
were adjusted so that analytical results were consistent with relevant experimental data
from this test. The parametric model captures the limit cycle behavior over a range of
mean fuel air ratios, showing the instability amplitude (pressure and heat release) to

A. A. Peracchio

W. M. Proscia

United Technologies Research Center,
Combustion Technology,

411 Silver Lane, MS 129-19,

East Hartford, CT 06108

increase and limit cycle frequency to decrease as mean fuel air ratio is reduced.

Introduction

Lean premixed combustion systems are desirable from the
standpoint of minimizing NOx emissions for industrial gas turbine
applications. However, these systems are often susceptible to
thermoacoustic combustion instabilities, which manifest them-
selves as pressure and heat release oscillations in the combustor.
These oscillations can result in increased noise and decreased
durability due to vibration and flame motion. Generally, the un-
stable behavior arises because of coupling between the combustion
process and acoustic motions within the combustor. The chamber
acoustics, a stable open-loop system, is made unstable by a posi-
tive feedback loop, the gain being associated with the combustion
process. Elimination or reduction of these instabilities can be
accomplished by passive means (design) or by active control.
Increased understanding of the instability via models can be used
to assess corrective design modifications and test control method-
ologies. It is also possible to include such models as an integral
part of the adaptive control. The main focus of this effort, however,
is to develop a model that can be used to suggest and assess control
strategies with validation of the strategy depending on control
experiments on rigs and engines.

Modeling of combustion oscillations was initially motivated by
instabilities in rockets, ramjets and augmentors, with models de-
veloped using acoustic representations of the pressure oscillations,
and delineating the coupling of the acoustics with the unsteady
heat release (Culick, 1971, 1989). Instability models have also
been developed that delineate the coupling between the heat re-
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lease and an acoustic field, using stirred reactor (Janus and Rich-
ards, 1996; Janus et al.,, 1997) and flame front representations
(Fleifil et al., 1996; Wang and Yang, 1997). Combustion instabil-
ities result when acoustic and unsteady heat release models are
coupled (see the above references and Mohanraj et al., 1997).

Combustion instabilities observed in engine tests have been
reproduced in sub-scale rig tests, providing a means to study the
characteristics of the instability in more depth. UTRC has been
conducting such tests as part of corporate R&D and DARPA
funded programs to study and control combustion instabilities in
lean premixed burners. Extensive data on the behavior of the
instability as a function of inlet operating condition and fuel/air
ratio have been obtained in a single nozzle test rig (SNR) operating
at engine pressures, temperatures, and scale. Results of these tests
and suppression of the instability through active control are re-
ported in a companion paper (Cohen et al., 1998). Data from these
and other tests suggest that for premixed systems, instabilities give
rise to velocity fluctuations that can cause variations in the flame
front location/shape and the fuel/air ratio of the flow leaving the
premixed nozzle and entering the flame front. In the low Mach
number conditions of typical gas turbine combustors, the magni-
tude of acoustic velocity fluctuations are large relative to pressure
fluctuations, with the result that unsteadiness in the heat release
rate is primarily driven by velocity fluctuations rather than pres-
sure fluctuations. These observations, coupled with the above
mentioned need for instability models, lead to the formulation of a
reduced order heat release model that accounts for flame surface
area dynamics and varying fuel/air ratio, and whose free parame-
ters are determined from the SNR data.

Model Development

The essential features required in a reduced order model for
combustion instability are models for both the system acoustics
and unsteady heat release and a description of the coupling be-
tween them. The acoustics part of the problem can be represented

JULY 1999, Vol. 121 / 415

Copyright © 1999 by ASME

Downloaded 02 Jun 2010 to 171.66.16.118. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



with an approximate analysis developed by Culick (1971, 1989). A
nonlinear model which exhibits limit cycle behavior is desirable
because it (1) provides a framework for predicting pressure fluc-
tuation amplitudes, and (2) permits application of modern dynam-
ical systems theory to the problem. The approach taken in this
work is to couple linear acoustics with a nonlinear heat release
model. This is in contrast to previous work by Culick (1994) and
Jahnke and Culick (1994), which emphasized nonlinear acoustics.
Culick (1995) has also investigated nonlinear heat release models
for solid rocket combustion, but the physics—that of erosive
burning—are not applicable here. Dowling (1996) introduced a
nonlinear form for the heat release which saturated at high velocity
fluctuation amplitudes. However, the data obtained in our experi-
ments exhibits the opposite behavior—the heat release rate de-
creases with increasing amplitude of velocity fluctuations.

Acoustics. The formulation developed by Culick has been
adopted for the following reasons: (1) satisfies requirement for low
order model—two states per retained acoustic mode; (2) well
documented in the literature; (3) successfully applied to solid and
liquid propellant rocket motor instabilities; (4) used as the basis for
dynamical systems analysis of nonlinear acoustic behavior; and (5)
formulation developed for two-phase flow, and is, therefore, suit-
able for eventual application to aeroengine combustion instabili-
ties.

The acoustic pressure field is expressed as a series of normal
modes and the formulation yields a set of ODEs describing the
temporal evolution of each acoustic mode,

p'=p E N (x)
fi; + 20, + oin; = FOOMB | pNLA | e

M
2

where, F}'** and F™" are defined in the list of symbols, -and for
longitudinal acoustic modes,

coms __ ¥~ !
Ei FE?

q, is the fluctuating component of the volumetric heat release rate,
and

dgi(x, 1)

o Pi(x)dv, 3

E}= f i (x)dv 4)
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Fig. 1 Schematic of SNR/model

is a normalizing factor. Each acoustic mode is a one-degree-of-
freedom oscillator with damping coefficient «;, natural frequency
w;, and “forcing” due to unsteady heat release, nonlinear acoustics,
and external forces. Note that external forces acting on the flow in
the combustion chamber are included here because they can be
used to represent the effect of actuators used for active control. The
second term on the LHS of Eq. (2) accounts for linear acoustic
damping, the nonlinear acoustics term on the RHS is set to zero for
the present analysis, and the combustion term on the RHS accounts
for all linear and nonlinear processes associated with combustion.
If the energy gain due to unsteady heat release is greater than
acoustic damping, then instability of the particular mode results.

Heat Release. A schematic of the nozzle/burner used for the
SNR testing, and around which the model is based, is shown in
Fig. 1. Air is introduced through tangential entry slots at the outer
diameter and directed axially to the nozzle exit. Liquid fuel is
introduced through spoke injectors and mixed with the swirling air
before leaving the nozzle exit. Details of the fuel and air premixing
nozzie are described by Snyder et al. (1994a and 1994b). The
flame is stabilized by recirculation zones (RZ), created by the
sudden expansion geometry and by the highly swirling flow. The
reverse flow of the recirculation zones backmix hot combustion
products with the incoming reactant mixture and ignite it. The
reactant mixture from the nozzle is channeled between the outer
and central RZ towards the flame front. The flame is assumed to be
anchored at the central RZ and possibly at the outer RZ, as shown.

Nomenclature
A = constant, defined in Eq, (11) N, = [}(y - 1)1//(xf)/([_7E,-2) AH, = heat release per unit mass of
A, = flame area N, = m HHV fla| *N, mixture
b, = SuGo/R N, = N,Y AH, = HHV* flas
E = modal normalizing factor, Eq. P = empirical constant, Eq. (11) n = coefficient giving modal time
4 p = pressure dependence, Eq. (1)
F® = external forcing d b = densi ixt
= external forcing due to combus- q = total heat release rate pn = density of mixture
ey Ulon . ) q', = fluctuating volumetric heat release 7 = time delay from nozzle to flame
F*" = external forcing due to actuation rate front heat release
FNA = qxternal forcing due to non- R = combustor radius ¢ = instantanepus equivalfznce ratio
ol = }mela: terms o at stoichiometri s = Laplace variable ¢ = mean equlvaleqce ratio
flals C‘(J)i di?i;l;rs ratio al stolehiometric ¢, — turbulent flame speed (empirical) bup = eq;uva]ence ratio at lean blow
. t = time ou
Go = c(')nstant ~2 (Flelﬁl et al., 1996) u = velocity ‘-l" = modal Spatia] shape’ Eq (1)
HHV = higher heating value L w, w, = acoustic mode natural frequency
A = AHm/HHV*fla|, & =wulu o
h, = magnitude of slope, Eq. (14) W, = instantaneous airflow in nozzle, Subscripts

h, = intercept, Eq. (14) Eq. (9)

i = mode number

k, = empirical constant, Eq. (10)

x = axial distance along burner

2= (P2 = byyp) x; = flame front location
k., = critical gain Y = acoustic admittance, Eq. (13)
m = mass flow rate of mixture sub- o = acoustic damping coefficient
tended by flame front 3 = empirical constant, Eq. (12)
o= m'lm v = ratio of specific heats
416 / Vol. 121, JULY 1999

o = denotes nozzle exit

Superscripts

!

= unsteady
~ = Mean
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An acoustic wave in the burner gives rise to variation of the axial
velocity field in the burner and nozzle. This has the effect of
causing the flame front to move in response to the acoustic wave
and for the air flow in the nozzle to vary. For the experiments
carried out in the SNR, fuel flow fluctuations were small, and will
be neglected in the formulation of the model, although they could
be easily included if desired. The varying nozzle velocity gives rise
to a varying fuel air ratio of the mixture as it leaves the nozzle and
approaches the flame front. Both the flame front response and
equivalence ratio fluctuation mechanisms affect the heat released
by the burning process. In general, other mechanisms, such as
entropy and vorticity waves exist, but were not included since
non-linear heat release and feed flow instability were found to be
the dominant mechanisms for the system studied here.

In order to develop a simple model of the heat release, an
“actuator disk” is assumed in which all heat is released into the
fluid at a point, denoted x,. This approximation is suggested by the
frequency of the instability (about 200 Hz.), which indicates either
a bulk mode or first axial mode. In either case, the variation of the
acoustic mode (pressure) is negligible over the spatial extent of the
flame region. This reduces Eq. (3) to the form

) y—1 dq(r)
FOMB GET Pixp) 7 &)

where ¢(t) is the total heat release rate, i.e., the volumetric heat
release rate integrated over the combustor volume. The heat re-
lease rate can be written as

q() =g+ q' = m()AH (x5 1), 6

where
m(t) =m+m' = p,S,AL) 7

is the instantaneous mass flow rate of unburned mixture subtended
by the motion of the flame front and AH,(¢) is the instantaneous
mixture strength, or heat release per unit mass of mixture, reaching
the flame front at time ¢. The mixture strength at time ¢ is a
function of the combustor inlet equivalence ratio at a time 7
seconds earlier, the time it takes the mixture to convect from the
nozzle to the flame front. Hence, AH, (x;, 1) = AH,(x,, t — T).
In reality, the convective delay time is a function of the streamline
location, but to allow for a simple model, it is approximated by a
mean value obtained empirically.

Flame Surface Area Dynamics. The flame dynamics model
of Fleifil et al. (1996) is used to describe the response of the flame
front to acoustic velocity perturbations. In the Reference, the
steady flow field was modeled as a Poiseuille flow and the flame
dynamics were studied by linearizing around the mean flame
shape. Solution of the resulting linearized equation gave the tem-
poral and spatial behavior of the flame front displacement from the
mean when subjected to an acoustic wave of a given frequency.
These solutions were then converted to a flame front area change
to relate it to the fluctuating heat release rate. The results from their
analysis were shown to be reasonably represented by a first order
lag equation, where, for laminar flames, the parameters are deter-
mined directly from fundamental quantities~—flame speed and
flameholder geometry. The assumptions used in formulating the
model are not strictly applicable to turbulent flames; however, this
model form can be used by fitting parameters to data. The first
order formulation does have the desirable property that the flame
response—magnitude and phase lag—is a function of frequency.

In the nozzle of Fig. 1, the flow is axisymmetric, swirling, and
has more of a source flow character since the streamlines are
directed radially outward as well as axially. CFD flow solutions
and flame images for the actual geometry with swirl are used to
define the outer and inner recirculation zones and the conical flow
region between the streamlines that bound the recirculation zones.
This bounded conical flow region (which has swirl) can be ap-
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Fig. 2 Approximation of flow field as conical source and resuiting
steady flame shape

proximated as a section of a source flow with swirl, see Fig. 2(a).
Additionally, all the fuel is essentially evaporated and uniformly
mixed with the air when it leaves the nozzle exit, see Snyder et al.
(1994a and 1994b). The equations describing the steady flame
shape for the premixed source flow with swirl approximation are
then developed and solved explicitly to give the flame shape. The
resulting solution is shown in Fig. 2(b).

The behavior of the fluctuating component of flame area is given
by a modified version of Eq. (53) from Fleifil et al., and is shown
as Eq. (8), where the term on the RHS is a constant times the
acoustic velocity.

d . ~
a (m) + by(m) = ba, (8)

where i = m'/m, i = u'lit, b, = SuGolR, (Su = 3mls).

Mixture Strength. An expression for AH,(z), the mixture
strength (heat release rate per unit mass), is developed next. First,
the behavior of the mixture fuel air ratio (or equivalence ratio) as
a function of velocity is derived. As discussed earlier, the presence
of acoustic waves in the chamber gives rise to velocity fluctuations
in the chamber and the nozzle. For cases where the wavelength of
the sound is long compared to the distance it takes the flow and
acoustic waves to adjust to the area change between the nozzle and
chamber (the present case), the steady continuity equation is ap-
proximately valid over this distance, even for unsteady flow.
Applying continuity across this region results in Eq. (9), which
gives the ratio of instantaneous to mean airflow in the nozzle in
terms of the mean and acoustic velocities in the chamber.

w, (u+u)

w,” ®

Taking fuel flow to be constant, Eq. (10) for the variation in phi
of the mixture leaving the nozzle exit in terms of chamber acoustic
and mean velocity results. The constant k,, which is near one,
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b

Fig. 3 Schematic depiction of heat release versus ¢

accounts for deviations from simple one-dimensional steady flow
assumed in obtaining Eq. (10).

p=—t (10)
T4k~

The mixture strength (heat release) dependence on phi is modeled
by Eq. (11), which is depicted schematically in Fig. 3.

m

= A($ — ¢ra)” exp(—(1 — ¢ + k3)?),

AH, 1n

where

A= exp(k’zz)/(l - d)LB)P

Beyond a phi of unity, the mixture strength is assumed to
saturate. There are two free parameters in the expression, ¢z,
accounting for lean blowout at low phi, and P, which controls the
shape of the curve. These parameters are selected to give a best fit
with the data. Combining Eqgs. (10) and (11) leads to the desired
final result for the dependence of mixture strength on acoustic
velocity. The behavior of the model is seen to compare favorably
with the data derived from the SNR rig, as shown in Fig. 4.

and ky = —(P/2)/(1 — ¢.p).

Coupling of Heat Release and Acoustic Models, The com-
bustor pressure oscillation is modeled as being dominated by a
single mode, which can be either a bulk (Helmholtz) mode or a
longitudinal mode. The acoustics, represented by Eqgs. (2) and (5),
are coupled to the heat release rate, given by Egs. (6), (7), (8), (10),
and (11), resulting in

dg d -
W+ 2a0 + win = Ny = Ny = [(1+ mH -], (12)

where A = AH,JAH, N, = B(y — D(x)/(PE}), and N, =
mAHN,.

Note that a scaling factor, B, has been added to the definition of
N, to allow for adjustment of the overall gain in the heat release
model. (The analysis can be extended to include more than one
mode, but for the data modeled here, one mode dominates). For an
axial mode, 7 is the acoustic pressure normalized by the mean at
the axial location of the flame. For the bulk mode, it is simply the
pressure in the combustor normalized by the mean pressure. The
parameters on the LHS, « and w, correspond to the acoustic
system damping and mode natural frequency, respectively. The
relation between acoustic pressure and acoustic velocity is approx-
imated as

g=u'lt=7Yn, 13)
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where Y is related to the acoustic admittance at the combustor inlet
and can be inferred as described below, measured experimentally
or obtained from CFD analyses. The complete model is comprised
of Egs. (12), (6), (8), (10), (11), and (13). Note that Egs. (6), (8),
(10), and (11) comprise a heat release model that has a nonlinear
dependence on acoustic velocity. This feature allows the model,
with appropriate parameter values, to be unstable to infinitesimal
perturbations, but to limit growth so that a finite amplitude insta-
bility (limit cycle) results.

Application of the Model

The equations that comprise the model were solved in the time
domain by formulating them into a Matlab SIMULINK block
diagram, initially triggered with a small amplitude pulse of short
duration. If the parameter set was such that the system was
unstable, the disturbance would grow and then stabilize in a limit
cycle. If the parameter set was such that the system was stable,
then the disturbance would decay exponentially towards zero. Data
from SNR tests for a power setting of 80 percent were used to
calibrate the model. The data, discussed in Cohen et al. (1998),
shows that a limit cycle exists whose amplitude varies with the
mean value of phi, over a range of phi’s from 0.45 to 0.56. The
pressure and heat release amplitudes increase as phi decreases.

The parameters of the model that are available for selection are
summarized as follows:

acoustic model: o, w,, and Y
flame surface area dynamics model: &,

mixture strength model: ki, ¢r5, and P
heat release model: Tand N, (or B)

These parameters were selected as follows:

1.2

q/m AHg

| | ]
% -4 0

~

a) Heat release model

N
N
1

g (volts)

o
[e.]
T

o
~
.

o-
20 0 20 60

Proportional to I

b) Experimental

-100  -60 100

Fig. 4 Model and experimental heat release transfer functions in qual-
itative agreement
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Table 1 Model parameters

Name o [ Y b, k,
Units 1/s rad/s
Value 150 1257

9y | P T N, B
- s - - - 5 i/s
0008135 | 80 | 085 | 035 | 14 | Fig.6 | 4345

0.204

Acoustic Model. « and w, were selected based on analysis of
data from the SNR and one-dimensional Euler simulations of the
SNR acoustics (Wake et al.,, 1996), and ¥ was selected to give
pressure values in the range of the data.

Flame Model. b, was obtained by applying the equation for b,
from Fleifil et al. to the SNR configuration, using turbulent flame
speed for Su.

Mixture Strength Model.  k,, ¢, and P were selected to give
a best fit to the heat release versus acoustic velocity data (Fig. 4).

Heat Release Model. N, (or ) was selected such that acoustic
velocity excursions were less than the mean flow velocity.

All of the above parameters, once selected, were frozen for a
given power setting, and did not vary with phi within the power
setting. Only 7 was allowed to vary as a function of phi. This was
done to accommodate the expectation that the delay time would
increase somewhat as phi decreased to account for not only con-
vection delay, but also a chemical kinetic delay expected to be
negligible at high phi, but to increase as phi decreased and ap-
proached lean blow out values. The numerical values of the pa-
rameters are listed in Table 1.

Discussion. The model with these parameter values was able
to reasonably capture the behavior of the data. Figure 5 shows the
pressure amplitude and heat release amplitude versus phi, model
predictions compared to data. Recall that the parameters were
selected to fit only the pressure data, with the rest of the variables
falling out at what ever value the model gives. The heat release
predictions follow the data reasonably well. Figure 6 compares the
time delays used in the model to those estimated directly from the
data. The levels are in good agreement, suggesting the simplified
actuator disk representation is capturing the first order effects,
supporting the trade off of simplicity in favor of detail in devel-
oping a reduced order model. The agreement in the trends could
perhaps be improved by further fine tuning of the model parame-
ters, and will be investigated in the future, Finally the limit cycle
frequency predicted by the model and measured from the data (Fig.
7) are shown to have the same qualitative behavior with the model
predicting about 20 percent higher values. It should be noted that
the limit cycle frequency does not equal the resonance frequency
of the acoustic mode. The reason for this will be discussed in a
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X 15[
o - Pressure
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0-20F
k] .
El L
g X Heat Release
g -25 :— L * °

_30 I~ L J 1 l ] J 1 I 1 J 1

0.46 0.50 0.54 0.58

Equivalence Ratio ()

Fig. 5 Model and data comparisons; pressure and heat release ampli-
tudes
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Fig. 6 Model and data comparisons; time delay 7

later section. All the parameter values selected for the 80 percent
power case were scaled to the 100 percent power case by adjusting
the parameters to the pressure, temperature, etc., of the 100 percent
power case, e.8., N, was scaled by pressure, w, by the square root
of temperature, N, by 1. All other parameter values were retained.
The resulting scaled parameter set was then used to predict the
limit cycle pressure amplitudes for that case. Again, reasonable
agreement was obtained with the data.

In the solution discussed above the parameter selection was such
that the portion of the heat release attributed to the flame front
oscillations was small compared to that due to the fuel air ratio
variation coming from the nozzle. Examination of unsteady CFD
solutions of similar problems and observation of flame fronts from
other rigs suggests that the flame surface area fluctuations may be
larger than predicted with the parameters used here. The simplified
equations developed by Fleifil et al. (1996), see Eq. (8), can easily
be adapted to predict larger flame front area variations, by select-
ing the parameter b, to be larger. This has the effect of changing
the flame shape from highly wrinkled to much more of a bulk
motion, more in keeping with the CFD solutions and observations
of flame fronts. The methodology for extracting improved esti-
mates for b, from two-dimensional unsteady CFD calculations is
currently being developed and will be used to help further assess
the importance of flame front dynamics. Additionally, inclusion of
control actuation will allow the model to be used for the assess-
ment of control strategies.
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Fig. 7 Model and data comparisons; limit cycle frequency
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Fig. 8 Block diagram for linearized model

\ 4

Linear Stability and Limit Cycle Analysis

In this section, a stability analysis of the model is performed by
linearizing the equations. Then, an analytic procedure for deter-
mining limit cycle amplitudes by accounting for the dependence of
the effective gain of the heat release model on the amplitude is
described.

Model Simplifications. The above noted small contribution
of the flame dynamics to the heat release provided a simplification
to the model that allowed it to be formulated in a way that provided
more insight into its behavior than could be obtained by running
simulations for a variety of parameter values. The simplified model
allows the system stability to be assessed and if unstable, then
provides approximate values of the limit cycle amplitude and
frequency, and more importantly, shows how the model parame-
ters influence stability and limit cycle behavior. In the simplified
model, »' in Eq. (6), Eq. (7), and Eq. (8) is set to zero. Addition-
ally, Egs. (10) and (11) are replaced by Eq. (14) below,

g =2l (2 14
H—A_Hx__17 + ho, (14)
which relates the mixture strength linearly to velocity, and where
—h, is the slope of the curve. Combining Eqs. (12), (13), and (14)
leads to Eq. (15), a linearized version of the model combining
acoustics and heat release.

(15)

where N; = N,Y. Taking the Laplace transform of Eq. (15) and
rearranging leads to Eq. (16),

i+ 2am + 0)3,77 = -h1N3ﬁ|(r«T)’

. _‘,11[\735‘2e_sT .
fi(s) = 7+ 2as F o A(s) 16)

Linear Stability Analysis. Equation (16) can be put in block
diagram form, as shown in Fig. 8. By linearizing the heat release
portion of the model (Eq. (14)), the stability characteristics can be
defined by analysis of the Fig. 8 block diagram. The parameter, /4,
of the heat release equation can be looked at as a variable gain in
the context of Fig. 8. By performing a Bode analysis on the open
loop transfer function, the critical value of this gain for stability,
k.., can be obtained, as can values of the critical frequency. For
values of A, less than k., the system is stable. For values of 4,
greater than k,,, the system is unstable. From the block diagram, it
can be seen that k. depends on 7, @, w,, and N,, which depends
on parameters of the model previously discussed, and is defined in
Eq. (15). In Fig. 9, k., and critical frequency are plotted versus 7
for a given value of w, and N, with « as a parameter. The range
of T selected spans the time delay range expected for the SNR rig.
From Fig. 9 the behavior of the system can be inferred. Low k.,
implies more susceptibility to instability, so higher values are
desired. These occur for higher damping and time delays that are
short or long. The delay that corresponds to the minimum in the
curve is believed to represent the time delay that puts the heat
release and pressure in phase, as required by the Rayleigh criteria
to maximize the destabilizing effect of the heat release. The
resulting minimum value of k., represents the gain required to just
overcome the acoustic damping in the system. Time delays on
either side of this put the pressure and heat release more out of
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Fig. 9 Critical gain and frequency versus 7 from linearized model

phase, reducing the Rayleigh criteria and enhancing the system
stability.

In order to determine if the system is stable, values of the slope
magnitude, #,, of the heat release versus velocity curve at zero
perturbation velocity must be obtained from the full nonlinear
version of the heat release model. This slope can be obtained from

‘Eq. (6), (with m’ = 0), Eq. (10), and Eq. (11), and is plotted in

Fig. 10 for the values of P, ¢, and k, given in Table 1. Figures
9 and 10 can be used together to define system stability. For
example, for a given set of 7, o, w,, and N,, a value of k., is
defined from Fig. 9. This value of k., is then compared to the value
of slope, &,, from Fig. 10, If &, > k., then the system is unstable
because the heat release model is giving a slope that is greater than
that required for stability. Conversely, if &, < k.,, then the system
is stable.

Limit Cycle Analysis. Figure 9 can also be used to infer the
limit cycle amplitude and frequency for an unstable system. The
analysis is based on the discussion in Franklin et al. (1994), in
section 5.7.2 on nonlinear systems, and is also similar to de-
scribing function analysis (Dowling, 1996; Murray et al., 1998).
Consider the case of an unstable system, where the above
analysis for stability is taken to define the response to an
infinitesimal velocity perturbation. Since the system is unstable,
the perturbation will grow, and to a first approximation, the
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~20.6
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0.2 0.4 0.6 0.8
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Fig. 10 Silope at zero velocity versus ¢ from nonlinear heat release
model
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corresponding growth in heat release rate can be traced from the
nonlinear heat release versus velocity curve shown in Fig. 11,
(for the set of parameters given in Table 1 and a ¢ = 0.51), As
the velocity grows, centered at ' = 0, to a value shown on the
plot, the corresponding heat release fluctuation can be defined.
The slope of the indicated secant line can then be obtained. This
slope magnitude can then be plotted as a function of the
perturbation velocity, see Fig. 12. The system will now con-
tinue to grow until (and if) the slope of the secant line equals the
critical gain. At this point, the system is statically stable (in
terms of root locus analysis, the gain is such that the system
poles sit on the imaginary axis, and the corresponding fre-
quency of the limit cycle is the frequency of that pole) and
could operate in a limit cycle whose amplitude is given by the
velocity from Fig. 12 and whose frequency is given from Fig. 9.
Note that the limit cycle frequency is not equal to the acoustic
resonance frequency. The limit cycle must be checked for its
own stability to perturbations. If it is stable, than the system
will operate in the limit cycle. If not, the methodology de-
scribed above can be used to determine its character, but due to
space limitations, this will not be discussed. (See also Murray et
al. (1998) for a more detailed analytical stability analysis— both
linear and nonlinear— of this model.) Note that it is not neces-
sary to have saturation to have a limit cycle. The curvature of
the heat releasc versus velocity curve is such that a limit cycle
can exist, for example for the case shown in Fig. 11, if the slope
of the secant line equals the critical gain.

Discussion. The simple model described above can be used as
a preliminary design tool to define the effects on combustion
instability of changing geometry or operating condition. It can also
be used as the basis for initial parameter selection when trying to
fit the model to a new set of data. The methodology is being
extended to the case where the flame front variations are included,
in order to help assess the importance of flame front bulk motion.

Summary and Conclusions

A reduced order model comprising linear acoustics and a non-
linear heat release model has been developed. The model extends
previously published flame dynamic and acoustic analyses to in-
clude the effects of varying fuel air ratio induced by the acoustic
field. Model parameters were selected that allowed replication of
the instability observed in single nozzle rig tests of a lean premixed
system run at engine scale and operating conditions. The model
can be used as a preliminary design tool and a basis for evaluating
control algorithms, with the addition of control system actuation.
Additionally, a simplified model has also been developed that
predicts stability and limit cycle behavior, and shows in a more
graphic fashion how the parameters of the problem affect the
stability and limit cycle behavior. This simple model can be used
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Fig. 11 Definition of slope of secant line
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as a preliminary design tool and to determine parameter values
required to have the model fit a particular set of data.
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High Pressure Test Results of a

Y. Ozawa
v..cnnara | Gatalytically Assisted Ceramic
wuos | GOmbustor for a Gas Turbine
A catalytically assisted ceramic combustor for a gas turbine was designed to achieve low
l. Yuri NOx emission under 5 ppm at a combustor outlet temperature over 1300°C. This

combustor is composed of a burner system and a ceramic liner behind the burner system.
The burner system consists of 6 catalytic combustor segments and 6 premixing nozzles,
which are arranged in parallel and alternately. The ceramic liner is made up of the layer
of outer metal wall, ceramic fiber, and inner ceramic tiles. Fuel flow rates for the catalysts
and the premixing nozzles are controlled independently. Catalytic combustion tempera-
ture is controlled under 1000°C, premixed gas is injected from the premixing nozzles to

Central Research Institute of Electric
Power Industry, 2-6-1 Nagasaka,
Yokosuka, Kanagawa 240-0196, Japan

T. Kanazawa the catalytic combustion gas and lean premixed combustion over 1300°C is carried out in
the ceramic liner. This system was designed to avoid catalytic deactivation at high

. . temperature and thermal and mechanical shock fracture of the honeycomb monolith of the

K. Saglmorl catalyst. A combustor for a 10 MW class, multican type gas turbine was tested under high

pressure conditions using LNG fuel. Measurements of emission, temperature, etc. were
made to evaluate combustor performance under various combustion temperatures and

The Kansai Electric Power Company, Inc.
pressures. This paper presents the design features and the test results of this

Amagasaki, Hyogo 661-0974, Japan

combustor.

Introduction

Recently, combined cycle power plants and cogeneration sys-
tems have been gradually introduced because of high thermal
efficiency. However, since nitrogen oxides (NOx) are generated in
a high-temperature gas turbine combustor that is at the heart of
these systems and since it is necessary to meet stringent NOx
regulations, NOx control is important for these systems. Although
low NOx, lean premixed combustors are currently commercial-
ized, a selective catalytic reduction system (SCR), which requires
considerable capital, operating and maintenance costs, must be
equipped in many cases.

In the 1970s, research was initiated on the application of cata-
lytic combustion to gas turbine combustors as an ultra-low NOx
technology (Pfefferle et al., 1975). In this method, a lean and
homogeneous premixture is supplied to the catalyst, and combus-
tion is approximately completed by the catalytic and thermal
reaction within the catalyst bed. In the case of lean premixed
combustion of clean fuel as in this method, NOx is mainly formed
by the extended zeldovich mechanism, which is highly tempera-
ture dependent (Miller et al., 1989). Because there is no local high
temperature region in this method, remarkably low NOx combus-
tion can be realized. On the other hand, as the catalyst temperature
rises over the combustor outlet gas temperature, it is difficult to
apply the recent gas turbine for high temperature. Aimed at the
realization of a low NOx combustor applied catalytic combustion
technology for the high temperature gas turbine, a joint R&D
project by CRIEPI (Central Research Institute of Electric Power
Industry) and KEPCO (The Kansai Electric Power Co., Inc.) was
started in 1988. In this work, to avoid the thermal degradation of
the catalyst at high temperature, a catalytically assisted ceramic
combustor was designed and an atmospheric pressure combustion
test was completed in 1993 (Ozawa et al., 1994). Secondly, a metal
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SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME JOoURNAL oF ENGI-
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1998; ASME Paper 98-GT-381.
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liner combustor was tested under high pressure conditions in 1995
(Fujii et al., 1996). After that, a combustor with a ceramic liner
was designed and tested under high pressure conditions aimed at
NOx emission under 5 ppm (converted at 16 percent O,) at a
combustor exit temperature over 1300°C. The targeted goals are
shown in Table 1.

Design of the Combustor

In the case of applying catalytic combustion to the high tem-
perature gas turbine, if combustion is completed within the catalyst
bed, the following difficulties exist: (1) thermal degradation of the
catalyst, (2) thermal shock fracture of the ceramic monolith of the
catalyst; and (3) necessity of a uniform fuel/air mixture. In order to
overcome these difficulties, the catalytically assisted, premixed
combustor shown in Fig. 1 was designed.

The scale is equivalent to one combustor of a 10 MW class,
multican type gas turbine. The combustor is composed of a burner
section and a premixed combustion section. The burner section
(the front view is shown in Fig. 2 and the back view is shown in
Fig. 3) consists of an annular preburner, 6 catalytic combustor
segments, and 6 premixing nozzles, The preburner is an annular
and reverse flow type, and it is placed on the periphery of the
burner section to shorten the total length of the combustor. Diffu-
sive combustion type is selected to meet a wider load range.
Between the preburner and the inlet of the catalytic combustor
segments and the premixing nozzles, a baffle is equipped to pro-
mote mixing air and hot gas. Each catalytic combustor segment is
composed of three fuel nozzles, three venturi mixers and a catalyst
holder. One fuel nozzle is inserted in the center of each venturi. A
set of reliable, small catalysts is mounted in the holder with
ceramic wool, Three fuel nozzles are inserted in each premixing
nozzle. There are six holes for the injection of premixed gas into
the catalytic combustion gas at both sides of the premixing nozzle
exit. The catalyst segments and the premixing nozzles are arranged
alternately to form a circle for adequate mixing. Premixed com-
bustion is made in a ceramic liner, shown in Fig. 4, that is
composed of an outer metal wall, a ceramic fiber layer and inner
ceramic tiles (Yuri et al., 1997). The ceramic tiles hold the ceramic
fiber layer to the metal wall. A ceramic transition piece used in the
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Table 1 Targets for combustor performance

Combustor exit gas temperature (Tg) | >1300°C

NOx emission <5ppm (16%0,)
Combustion efficiency (77) >99.9%

Total pressure loss (AP) <5%

Pattern factor (P.F.) <15%

combustion test of a ceramic combustor at 1500°C for about 30 h
(Yuri et al., 1997) is used in this test again. In the premixed
combustion section, an igniter is temporarily inserted to assist the
smooth ignition of the premixed gas.

Alr is heated by the preburner to the temperature that will enable
the catalyst to maintain stable activity and is distributed to the
catalyst segments and premixing nozzles. Fuel is fed to the catalyst
and catalytic combustion is conducted below 1000°C. Fuel is also
fed to the premixing nozzles and the premixed gas is injected into
the catalytic combustion gas at right angles. Recirculating flow
then occurs behind the end face of the premixing nozzles. As a
result, stabilized by both the catalytic combustion gas and the
recirculating flow, lean premixed combustion over 1300°C is car-
ried out. In this combustor system, fuel flow split can be controlled
according to the changes in fuel conversion ratio in the catalyst bed
under the various operating conditions. When inlet temperature of
the catalyst grows lower or the inlet pressure or the velocity grows
higher, fuel conversion in the catalyst bed becomes lower and
inadequate to stabilize premixed combustion in the downstream of
the catalyst. But in this combustor system, because fuel split to the
catalyst can be controlled, stable combustion is realized under a
wider range of combustor operating conditions.

In order to stabilize the premixed combustion at as low a
catalyst temperature as possible, the cross sectional area of the
catalyst and air distribution were increased as much as possible,
and fuel concentration was limited by the peak temperature of the
catalyst bed. Fuel and air distribution to the premixing nozzle was
determined from the standpoint of combustion stability and the
targeted NOx limitation of 5 ppm (at 16 percent O,). The liner
cooling air was minimized by applying a ceramic liner to lower the
NOx emission. The typical airflow split in this combustor is 65
percent for the catalysts, 30 percent for the premixing nozzles, and
5 percent for cooling and leaking.

In order to avoid backfire into the premixing nozzle, gas velocity
in the nozzle was maximized within the pressure loss limitations.
This combustor was designed under the assumption that an air
bypass valve (Aoyama et al., 1984) or another control method of
combustion air was applied to keep adequate fuel/air ratio in the
combustion area over a wide range of load,

As described above, the strong points of this combustor system
are as follows:

— because small catalysts can be applied to the combustor,
the structural reliability of the ceramic monolith of the
catalyst will be maintained

— premixed combustion in the downstream of the catalyst is
stabilized with lower temperature of catalytic combustion

— keeping the catalyst temperature low will prevent deterio-
ration of the catalysts caused by heat, and permit a certain
degree of lack of uniformity in the fuel/air mixture

— because fuel split can be controlled, stable combustion will
be realized under a wider range of combustor operating
conditions

Catalyst

In the case of this combustor, NOx emission is mainly caused by
the preburner, but the remainder is caused by the premixed gas
from the premixing nozzles. This gas has a higher fuel/air ratio
than that of the catalytic combustor segments. For this reason, it is
necessary to make the fuel/air ratio for the catalytic combustor
segments as high as possible to reduce the fuel/air ratio in the
premixing nozzles while keeping the catalyst temperature under
1000°C. Another way to reduce NOx emission is to reduce the
ignition temperature of the catalyst to diminish the load of the
preburner.

From these standpoints, catalyst improvement was studied, and
the Pd/Pt/Rh catalyst was selected (Ozawa et al., 1996). The
properties are shown in Table 2. Its major active ingredient is Pd,
which is supported on a stabilized alumina washcoat on a honey-
comb type monolith made of cordierite. Pt and Rh are added to Pd
to promote the reaction activity and stability. In the case of
catalytic combustion of methane with the Pd catalyst, self-
oscillation phenomena occur, which cause the oscillation of the
catalyst bed temperature. By adding Rh to the Pd/Pt catalyst, 30
percent of the temperature amplitude of the catalytic combustion
was reduced (Ozawa et al., 1997). The ignition temperature was
360°C and this temperature was also needed to keep stable cata-
lytic combustion.

Test Facility and Conditions

Figure 5 shows a schematic diagram of the test facility for a gas
turbine combustor, Air from a compressor is heated with an
indirectly fired heat exchanger and fed through a flow control
valve to a vessel in which the combustor was included. A small
amount of the air is used to cool the liner metal wall and the
remaining air is introduced into the burner section. Air to the
burner section is distributed to catalytic combustion segments and

Nomenclature
CO = carbon monoxide emission, ppm Pi = inlet air pressure, MPa Wid = fuel flow rate for preburner, kg/s
cpi = cells per square inch Pg = combustor exit pressure, MPa Wic = fuel flow rate for catalyst, kg/s
Hilco = lower heat?ng value of CO, J/kg Tbi = combustor inlet temperature, °C Wip = fuel flow rate for premixing noz-
HIf = lower heating value of fuel, J/kg Tc = catalyst bed temperature, °C zle, kg/s
Hlyue = lower heating value of UHC, Tci = catalyst inlet gas temperature, °C Wit = total fuel flow rate, kg/s
J/kg ) Tg = combustor exit gas temperature, AP = combustor pressure loss, % =
Mf = molecular weight of fuel, kg/k- oC ((Pi — Pg)/Pi) X 100
mole Tth = adiabatic combustion tempera- = combustion efficiency, % =
Mco = molecular weight of CO, kg/k- ture. °C P m 100 — ((Wa + Wf)/{\’,vfo, M -
mole g .
_ . UHC = unburned hydrocarbon emission, Hif)) X (CO » Mco * Hlco +
Muyuc = gg%:cular weight of UHC, kg/k- ppm UHC » Myge * Hlyge) X 107

NOx = nitrogen oxides emission, ppm

P.F. = pattern factor, % = ((peak Tg —
mean Tg)/(peak Tg — mean
Tbi)) X 100

Journal of Engineering for Gas Turbines and Power

Wa = air flow rate, kg/s

A = excess air ratio
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Fig. 1 Schematic of the combustor

premixing nozzles. Fuel is introduced to the preburner, the catalyst  bustion gas temperature is measured by 24 thermocouples of
and the premixing nozzles, and controlled individually. In the R-type and emission is sampled by two averaging sampling probes
measurement duct, which is behind the combustor exit, the com-  made of stainless steel and cooled by water. Emission is analyzed
by the methods shown in Table 3, and combustion efficiencies are
caleulated. The catalyst bed temperatures are measured at the point
of 5 mm inside the bed outlet by 18 thermocouples of K-type that
are inserted and cemented in the catalyst cells. Each experimental
data is measured continuously and averaged for one minute. Table
4 shows the fuel properties, which are sampled from the fuel line
during the combustion test and analyzed by TCD gas chromatog-
raphy.

Table 5 shows the test conditions at a base load. At this condi-

Fig. 2 Front view of the burner section

Fig. 4 View of the ceramic liner and transition piece

Table 2 Pd/PYRh catalyst properties

Substrate Cordierite honeycomb monolith
Washcoat Stabilized Al,0,80g/1 + Zr0,20g/l
Catalyst Pd20g/ + Pt5g/l + Rh2g/l

Ignition Temperature | 320°C (Fresh catalyst)
360°C (Aged catalyst)

Fig. 3 Back view of the burner section
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co Non-dispersive infrared
CO, Non—dlsperswe internal diameter were installed at the inlet of the catalytic com-
0, infrared . bustor segments for No. 3 test to offset the larger pressure loss of
UHC Parama.gm.etlc' the catalyst set. The purpose of these changes is to estimate the
Flame jonization effect of catalyst temperature on premixed combustion stability.

tion, catalyst inlet velocity is 25 m/s. Catalytic combustion and
premixed combustion were initiated under the conditions of 0.35
MPa, then air and fuel are increased in proportion to the increasing
pressure to investigate the effect of pressure under the constant
residence time.

The following five kinds of combustion tests were made:

No. 1
No. 2a
No. 2b
No. 3a

a preburner test

a combustor test using a set of 60 cpi catalysts

a repeatability test

a combustor test using a set of different cell density
catalysts

No. 3b a repeatability test

At first, the preburner was tested to estimate NOx emission and
temperature uniformity at the catalyst bed, then the combustor tests
were held. A schematic of the catalyst segments is shown in Fig.
6. Combustion efficiency of the catalyst set for the No. 3 test is
about 1.2 times higher than that for No. 2. Venturi mixers of wider

Table 4 Typical composition of fuel

CH, 80.38vol.%
CH, 9.60vol. %
C,H, 6.62vol.%
i-CH,, 1.46vol.%
n-CH,, 1.90vol.%
i-CH,, 0.00vol.%
n-CH,, 0.00vol.%
N, 0.04vol.%

Table 5 Base load conditions

Inlet air pressure (Pi) 1.33MPa
Air flow rate (Wa) 2.60kg/s
Fuel fiow rate (Wit) 0.0690kg/s
Combustor inlet temp. (Tbi) 370°C
Catalyst temp. (Tc) <1000°C
Combustor outlet gas temp. (Tg) | 1350°C

Journal of Engineering for Gas Turbines and Power

Test Results

Combustion Characteristics of the Preburner. In the test
No. 1, the fuel was fed only to the preburner and temperature
distribution in the catalyst bed and emission at the combustor exit
were measured under various pressure conditions. Figure 7 shows
the temperature distribution in the catalyst bed under the base load
condition. The difference between the highest and lowest temper-
ature measured 18 thermocouples is 30°C. From the standpoint of
the necessary minimum temperature at the catalyst inlet, the mean
temperature of 400°C at the catalyst inlet is estimated to be
sufficient.

Figure 8 shows the NOx emission under various pressures and
fuel/air ratios, keeping the combustor inlet temperature and the
ratio of air flow rate to inlet air pressure constant (370°C and 1.95
kg/(MPa - s), respectively). NOx emission increases with increas-
ing pressure up to 0.54 MPa, but, from 0.54 to 1.33 MPa, is hardly
affected by pressure. At the base load condition, fuel/air ratio
(Wfd/Way) is 0.001 and NOx emission is 5 ppm (at actual O,). On

100—
Pi=1.33MPa

80t Wa=2,60kga‘s
Wfd/Wa=0.0011
Tbi=370°C

60

n £
o o
T
—

Height (mm)
o

-20
-40
-60 :
e View from inlet
0T Unit: “C
-100 ) :
-100 -80 -60 -40 -20 0 20 40 60 80 100
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Fig. 7 Temperature distribution in catalyst bed
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the other hand, at all the test points, the combustion efficiency was
over 99 percent.

Effect of Pressure. The effect of pressure on the combustion
characteristics was examined in tests No. 2 and 3. Like the pre-
burner test, inlet pressure was increased while keeping the ratio of
the air flow rate to inlet pressure, catalyst inlet temperature and
combustor exit gas temperature constant. Figure 9 shows the
catalyst bed temperature. The peak of the oscillating temperature
of the catalyst bed was controlled under 1000°C, but the mean
temperature was increased with the increasing cell density of the
catalyst, to around 700°C and 780°C in test No. 2 and 3, respec-
tively. i

Figure 10 shows the NOx emission. NOx emission decreases
with increasing pressure. In these tests, owing to the capacity of
the test facility, combustor inlet temperature was increased from
330°C to 370°C with increasing pressure, then the fuel/air ratio of
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Fig. 10 NOx emisslion
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Fig. 11 Fuel distribution

preburner was decreased with increasing pressure to control the
catalyst inlet gas temperature at 400°C. Changes in fuel distribu-
tions with pressure are shown in Fig. 11. Fuel distribution to the
preburner is decreased with increasing pressure. From the data of
this figure and Fig. 8, it is estimated that NOx emission from the
preburner had a large tendency to decrease with increasing pres-
sure in this test. This reveals that the NOx emissions from the
preburner mainly affect the decrease of the total NOx emissions
with increasing pressure. Though Fig. 11 shows a small decrease
of fuel distribution to the premixing nozzle, this effect on total
NOx emission is much less than the preburner, and NOx produc-
tion in the premixed combustion section is estimated to be less
than 2 ppm (at 16 percent O,) over the tested pressure.

CO and UHC emission is shown in Fig. 12. UHC emission in
test No. 2 is higher than that in No. 3, but CO emission is at a
similar level and stable combustion is kept in all the tests. From
these results, combustion efficiency is calculated to be over 99.98
percent. Figure 13 shows the pattern factor of the combustor exit
gas. It is an extremely low level and is less than 4 percent. Figure
14 shows an example of temperature distribution at the combustor
exit. It is supposed that a significantly uniform lean premixed
combustion is made in the combustor. On the other hand, com-
bustor pressure loss decreased with increasing pressure. Five per-
cent of the loss was achieved over 0.44 MPa and at the base load
condition it was less than 4 percent. The difference of combustor
performances between test No. ¢ and b were negligible and re-
peatability was confirmed.

Effect of Excess Air Ratio under Full Pressure Condition.
At the base load condition, the excess air ratio was changed a little
to estimate the emission characteristics and combustion stability.
Figure 15 shows NOx emission. The differences of NOx emission
between test No. 2 and 3 were small and the effect of the excess
air ratio was also small. NOx emission was kept less than 4.5 ppm
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Fig. 12 UHC & CO emission
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(at 16 percent O,) in the excess air ratio range from 2.18 to 2.43,
which are equivalent to 1390°C and 1300°C of adiabatic combus-
tion temperature, respectively. The differences of combustion sta-
bility between No. 2 and 3 clearly appeared in CO and UHC
emission shown in Fig. 16. A small increase in CO and UHC
emission began at 2.33 of the excess air ratio in test No. 2 while
this was extended to 2.43 in test No. 3. This test result shows the
effect of the higher temperature of catalytic combustion gas in
promoting the stability of lean premixed combustion. On the other
hand, except for these increase points, CO and UHC emission was
less than 9 ppm (at actual O;) and combustion efficiency was over
99.99 percent. As the stable combustion range was limited, the
combustion air control method is thought to be important for this
combustor and the increase of the mean temperature of catalytic
combustion was effective.

Pattern factor was less than 4 percent and pressure loss was less
than 4 percent. The test results are listed in Table 6, and all the
targeted performance levels were cleared.

Effect of Oscillation of Catalytic Reaction. An oscillating be-
havior of the catalyst bed temperature was observed under all tested
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Fig. 14 Temperature distribution at combustor exit
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conditions. The mean period of oscillation was 35 s and the mean
amplitude was 60°C. On the other hand, the gas temperature and
emission at the combustor exit, both of which were continuously
measured, were stable and little oscillating behavior was observed.
Though combustor acoustic measurements were not made, the fluc-
tuations of differential pressure (AP) through the combustor were
measured. The mean period of oscillation was 35 s and the mean
amplitude under the base load conditions was 0.8 kPa, which was
affected by the oscillation of catalytic reaction, and the level was
thought to be allowable. It is thought that this level of an oscillating
behavior of the catalytic reaction has only an effect on the post-
premixed combustion characteristics under unstable leaner condition.

Soundness of Combustor and Catalyst. Combustion time over
1300°C in each test was about 4 h and total combustion time over
1300°C was 16 h, and especially, that of the transition piece was about
40 b including a previous ceramic combustor test at 1500°C. The
ceramic tile temperature of the ceramic liner rose over 1000°C from
point 280 mm from the exit of the burner section and the peak
temperature was 1050°C at point 460 mm. On the other hand, the
metal wall temperature of the ceramic liner was kept at the same
temperature as that of the combustion air. Two stages of the catalyst
set of 60 cpi were continuously used in tests No. 1, 24, and 2b, the
other two stages of 60 cpi were from tests No. 2a to 35, and the other
two stages of 200 cpi were in tests No. 3¢ and 3b. The total reaction
times of these catalyst sets over 650°C were 20 h, 20 h, and 9 h,
respectively. As shown in Fig. 11, test No. b was conducted under the
same operating conditions as test No. g, and the catalyst bed temper-
ature showed the same level as that of test No. a as shown in Fig, 9.
This indicates no deactivation of the catalyst. After the tests, visual
inspections of the combustor components; the burner section, the
ceramic liner, the transition piece and the catalyst were conducted and
no damage was detected.

In the previous combustor test usirig a metal liner and a catalyst
set with a total length of 50 mm and a sell pitch of 200 cpi, the

following results were obtained (Ozawa et al., 1996):

— NOx emission was 10 ppm (at 16 percent O,) at a com-
bustor exit gas temperature of 1300°C (Pi = 1.33 MPaj

— asmall increase in CO emission began at a combustor exit
gas temperature of 1250°C (Pi = 1.33 MPa)

— a catalyst bed temperature of 650°C was needed to main-
tain stable premixed combustion '

Table 6 Test results

Ttem Test No.

2a 2b 3a 3b
Adiabatic combustion temperature (°C) | 1380 | 1390. | 1370 | 1350
NOx emission (16%0;) (ppm) 43 |44 139 |37
Combustion efficiency (%) 99.99 | >99.99 | >99.99 | >99.99
Total pressure loss (%) 3.6 35 4.0 38
Pattern factor (%) 2.8 27 3.7 2.4
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Compared with these results, the following can be derived: by
applying a ceramic liner, liner cooling air was reduced to one-
third, while the fuel/air ratio in the catalytic combustor segments
was a similar level; so the fuel/air ratio of the premixed gas
injected additionally to the catalytic combustion gas became
leaner. As a result, lower NOx emission was realized. At the same
time, stability of premixed combustion was lowered and a higher
temperature of catalyst bed was needed to stabilize premixed
combustion, which can be realized by increasing the total catalyst
length, that is, by decreasing the space velocity (S.V.) of the
catalyst.

Conclusion

A catalytic combustor combined with premixed combustion was
designed and tested at high pressures. As a result, NOx emission
was below 5 ppm (at 16 percent O,) at an adiabatic combustion
temperature of 1390°C. Low NOx combustion was realized due to
the assistance of catalytic combustion that stabilized lean premixed
combustion and due to the ceramic liner that needed less cooling
air. In the future, it will be necessary to estimate the long-term
performance of the catalyst and combustor and to establish the
control method.
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Acoustic Sensitivities of Lean-
Premixed Fuel Injectors in a
Single Nozzle Rig

An experimental and numerical investigation into the attenuation of combustion induced
pressure oscillations in a single nozzle rig was undertaken at the United Technologies
Research Center. Results from these investigations indicated a high combustor exit Mach
number, similar to that used in a gas turbine engine, was required to correctly simulate
the combustor dynamics and evaluate acoustic characteristics of lean premixed fuel
injectors. Comparisons made between aerodynamically stabilized and bluff-body stabi-
lized nozzles and the use of premixed and diffusion pilots showed that small levels of
diffusion piloting behind a bluff-body yielded the best acoustic/emission performance.
Their success is due to increased flame stabilization (superior anchoring ability), which
reduced flame motion and thermal/acoustic coupling. For cases where diffusion piloting
was not present, both designs exhibited similar dynamical behavior. Increases in the
combustor exit Mach number and reductions in the inlet air temperature were shown to
degrade acoustic performance of both nozzle designs. The bluff-body configuration with
small levels of diffusion piloting, however, was found to be less sensitive to these changes
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when compared to its aerodynamic counterpart.

Introduction

The achievement of low NO, emissions while maintaining
acoustic stability over all power levels is essential to the viability
and durability of any gas turbine to be used for large-scale indus-
trial applications such as electrical power generation. Continued
reductions in governmental emissions regulations and the desire to
operate in low emissions mode over the entire engine operating
range continue to drive lean-premixed combustion systems toward
their lean stability limits.

In an effort to control emissions over the entire operating range,
lean-premixed combustion systems are designed to maintain con-
stant flame temperature as the engine changes power levels. Op-
eration over the power range has been described in previous
studies (Leonard and Stegmaier, 1993; Strand, 1996; McLeroy et
al., 1995; Rocha et al., 1995). In all cases, stability of the lean-
premixed combustion system relies upon the ability of the premix-
ing fuel injector to maintain stable combustion while it is subjected
to changes in nozzle equivalence ratio, inlet air temperature and
inlet air pressure. The sensitivity of the premixer to these changes
forms the basis of this study.

This paper examines the ability of two fuel-air mixing swirler
designs (an aerodynamic and bluff-body flame stabilization de-
sign) to minimizing combustion induced pressure oscillations.
These configurations which were based on earlier tangential entry
(TE) nozzles (Snyder et al., 1994) were evaluated as part of a
larger study of fuel-air mixing swirlers being considered for ap-
plication in an industrial FT8 gas turbine engine. Parameters that
were investigated included the use of a premixed and diffusion
flame pilots, aerodynamic versus bluff-body stabilization, equiva-
lence ratio, combustor exit Mach number, and inlet pressure and
temperature. Because the designs with appropriate piloting levels
had contrasting flame stabilization mechanisms, they exhibited
contrasting acoustic signatures. Identification of the optimal fuel-
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air swirler design for the combustion system was the focus of the
present work.

Experimental Set-Up

The introduction of acoustically quiet fuel nozzle designs into
the lean combustion system was planned in three parts: (1) single
nozzle rig tests to screen designs for acoustic performance while
maintaining low emissions operation similar to or better than prior
art; (2) sector rig tests to confirm acoustic and emissions perfor-
mance demonstrated in the single nozzle rig and to map part power
operation; and (3) engine tests to develop and optimize combustor
performance. This paper describes the acoustic results obtained
during the first phase. Designs which showed the best acoustic
performance in phase (1) also demonstrated the best performance
in phases (2) and (3).

Fuel Nozzle Designs. Figure 1(a) details an earlier acrody-
namic nozzle design whose center-body was modified for the
present series of tests (see Fig. 1(b)). A diffusion pilot was added
to the tip of the center-body for configuration 1 (upper sketch, Fig.
1(b)) to evaluate the acoustic sensitivity to small levels of piloting.
The addition of a diffusion pilot will negatively impact NO,
emissions performance. In order to evaluate the tradeoffs between
a diffusion pilot and a premixing pilot, a second design modifica-
tion was made (lower sketch). For this second configuration, 13
percent of the nozzle airflow (or 7 percent total airflow) and fuel
were taken from the two inlet scrolls and premixed inside the
center-body using a swirler having the same swirl direction as the
main flow. The end of the center-body was also recessed to
enhance mixing between the scroll and center-body flows while
the end cap was extended into the scroll inlets to maintain similar
interior velocities and main fuel penetration characteristics of
configuration 1.

The diffusion and premixed pilot designs provided contrasting
boundary conditions to the central recirculation zone located
downstream. The diffusion pilot design relied upon a bluff-body
for flame stability while the premixed pilot had an aerodynami-
cally stabilized flame (open end, interior swirler). For these rea-
sons, the diffusion pilot and premixed pilot designs will be referred
to as a bluff-body nozzle and aerodynamic nozzle, respectively.
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Fig. 1{b) Schematic of the center-body end details

Both have an effective nozzle flow area of approximately 26.2 cm’
and similar center-body contouring.

Single Nozzle Rig. The single nozzle rig (SNR) shown in Fig.
2, allowed independent control of the air and gas fuel flows and
inlet temperature and pressure supplied to the premixing fuel
nozzle. Natural gas was used for all tests in this study. Airflow was
metered using a choked venturi and heated using a non-vitiated,
indirect gas fired heater. A perforated plate located upstream of the
fuel nozzle, provided a uniform feed of air to the nozzle to simulate
the air supply volume of the engine. The fuel nozzle was mounted
on a bulkhead which allowed approximately 55 percent of the total
airflow to pass through the nozzle and the remainder to act as
bypass air. This bypass air, in turn, fed small diameter cooling
holes (42 percent) and four dilution holes (58 percent) on the
combustor liner, The axi-symmetric liner simulated the engine
combustor volume and aspect ratio and incorporated a side wall,

SideWall  Orifice :“““:’”“
Perforated Plate Pilot Fuel Plate robes
Window
Choked
Venturi
\
Heated Air
Main Fuel P4 PMT
[ T-Section
Premixing
Fuel Nozzle COmbustor Back Pressure

Valve

Fig. 2 Schematic of the single nozzle rig
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Table 1 Operating conditions
Operating Pressure (P3) 10.2-19.0 atm.
Inlet Temperature (T3) 620-706 K
Equivalence Ratio (¢, ) 0.57-0.77
Side-Wall Pilots (%SW) 5%
Diffusion Center-Line 0-5%
Pilots (%CL)
Premixed Center-Line Pilots 11-20%
(%CL)

diffusion pilot. Dynamic pressure measurements were made inside
the plenum (P;) and combustor (P,) using infinite tube probes
(ITP). The exit Mach number was controlled through changes in
the orifice plate diameter. Emission measurements were also made
using an array of water-cooled probes inserted into another plate.
A T-section downstream of this plate diverted the flow to allow for
optical access (PMT and video camera). Combustor pressures were
controlled using a back-pressure valve downstream of the
T-section. To assess the nozzles over a wide operating range, the
conditions detailed in Table 1 were examined. The equivalence
ratio (“front end equivalence ratio” or ¢, on the plots) is calcu-
lated by dividing all the fuel by the nozzle airflow. Therefore, the
overall equivalence ratio is simply 0.55 (flow split) times ¢,,.
Piloting levels are percentages of the total fuel flow rate and two
ranges are shown depending on the type of piloting used.

The above range of equivalence ratios defined operating condi-
tions whereby the observed pressure oscillations were controlled
purely by the excitation of system acoustic modes. Lean blowout
limits for both designs were found below front end equivalence
ratios of 0.4.

Theoretical Development: Rayleigh’s Criterion

A thorough investigation of pulsed combustion cannot be
achieved without addressing the chemical-acoustic interactions
that inevitably occur. As shown by others (Keller and Barr, 1996;
Raun et al., 1993; Samaniego et al., 1993; Sterling, 1991), it is this
interaction between the pressure and the heat-release which typi-
cally sustains the instabilities. Quantification of this coupling is
achieved through use of the Rayleigh Index which can be repre-
sented mathematically as

,y — 1 t+7

R 7 f de p' (%, 1)q'(x, ndt, )]
v t

where p' and ¢’ are the fluctuating components of pressure and

heat release, respectively, and vy, p, and V are the ratio of specific

heats, mean pressure and volume.

The above index can be broken down into temporally or spa-
tially varying indices by dropping the integration in either time or
space, respectively. Therefore, integration over both variables
yields a Global Rayleigh Index which characterizes the level of
overall acoustic coupling or driving. This index will be shown to
be an important tool in characterizing the success of a prospective
nozzle.

Results

Exit Boundary Condition Effects. Combustor acoustics are
highly sensitive to boundary conditions as they effect the trans-
mission and reflection of incident acoustic waves (Kinsler et al.,
1982). To accurately characterize the flowfield entering the turbine
blades on a typical gas turbine engine, the combustor exhaust gas
must travel at near sonic conditions. The following section com-
pares the two nozzles’ performance under a series of tests con-
ducted at two exit Mach numbers: 0.22 and 0.75. The tests were to
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Fig. 3 Acoustic sensitlvity of the aerodynamic nozzle to changes in the
exit Mach number

assess the sensitivity of both nozzle families to varying exit con-
ditions with one condition approximating a design engine exit flow
state.

The high Mach number exit condition was achieved through
insertion of a 5.6 cm diameter orifice plate at the exit of the liner
while the low Mach number case used a straight, 10.8 cm diameter
section. Figures 3 and 4 below depict the Root Mean Square (rms)
dynamic combustor pressure levels nondimensionalized by oper-
ating pressure, P, as a function of front end equivalence ratio, ¢,
for both configurations. Data are for a pressure of 10.2 and 15.6
atm. (aerodynamic nozzle) and 15.6 atm. (bluff-body nozzle).
Side-wall piloting was held at 5 percent for all runs though
center-line piloting varied between design as shown. It should be
noted that since the objective was to maintain a constant operating
pressure between the high and low Mach number conditions, a 17
percent reduction in air flow rate was incurred in transitioning
from Mach 0.22 to 0.75. Numerical work detailed in the next
section indicated that this reduction did not significantly affect the
acoustic response of the system.

On examination of the figures, both nozzles revealed acoustic
augmentation and greater stoichiometric sensitivity as the exit
Mach number was increased from 0.22 to 0.75. For the aerody-
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Fig. 4 Acoustic sensitivity of the bluff-body nozzle to changes In the
exit Mach number
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Flg. 5 Fast Fourier Transform of combustor pressure for the aerody-
namic nozzle

namic configuration, for instance, nondimensional pressure levels
increased from approximately 0.7 percent to 2.5 percent while for
the bluff-body configuration, they increased from 0.5 percent to
1.5 percent. The peaked nature of the aerodynamic plot is also
evident with the low Mach number configuration but in a more
attenuated form (compare the 15.6 atm. data). Acoustic trends, it
appears, are accentuated with choking of the exit flow. Perhaps
more important, however, is the shift in instability frequency itself.

Figure 5 depicts the corresponding Fast Fourier Transforms
(FFTs) of the combustor’s dynamic pressure trace at both exit
conditions (15.6 atm.). As seen in the figure, a strong 355 Hz mode
dominated the combustor’s pressure spectrum when operating at
the low exit Mach number condition while a 235 Hz mode dom-
inated the high Mach number exit condition. (Sound speed changes
through fuel/air ratio adjustments will affect these exact values.)
Analysis have shown that the observed mode emanates from a
Helmholtz or bulk mode instability and is not associated with
longitudinal modes present in the system (Proscia, 1996). These
extraneous modes do appear with changes in the local equivalence
ratio and geometry but are typically weaker.

To understand this acoustic augmentation and frequency shift, a
bulk mode model which captures only bulk or Helmhoitz mode
instabilities was implemented (Proscia, 1996). The model charac-
terizes the system as a series of interconnected volumes (combus-
tion chamber, diffuser volume, etc.) and necks (nozzle, orifice
plate, etc.) and disregards any spatial variation as is typical in bulk
mode analyses. The model takes the linearized conservation equa-
tions of mass and momentum and forms a state space representa-
tion in standard matrix form after assuming periodic solutions of
the form e™ as done elsewhere (Zsak, 1993; Bloxsidge et al.,
1988):

X =AX, 2

where o is the oscillation frequency, A is a matrix, and X is a
column vector containing the fluctuating components of pressures
and velocities throughout the system. The natural frequencies and
damping ratio of the coupled system are easily determined from
the complex eigenvalues of the system matrix A. Detailed models
for the nozzle admittance and exit impedance functions were used
where the admittance, 7, and impedance, z, of the ith section are
defined as :

U;
i< pPC T
mi=pe
pc
Z[=E7 (3)
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Fig. 6 Calculated bulk mode frequencies versus exit Mach number

where u' and p' are the fluctuating components of velocity and
pressure, respectively, and p and ¢ are the density and sound speed.
Figures 6 and 7 detail the calculated bulk mode frequencies and
system damping, respectively, for a range of exit Mach numbers
under hot (combustion) flow conditions and a pressure of 15.6 atm.

As shown in Fig. 6, the model accurately predicted the trend in
bulk mode frequency in transitioning from Mach 0.75 to 0.22:
lowering the exit Mach number caused an increase in the fre-
quency of the acoustic mode. It did not, unfortunately, accurately
predict the instability frequency at Mach 0.22: 355 Hz. This
apparent discrepancy is most likely due to the model’s extreme
sensitivity to exit orifice length (“effective neck length™) and
inaccurate modeling of the liner cooling airflow. What is impor-
tant, however, is how the system damping which is defined as the
negative real part of the system eigenvalues divided by their
magnitude responds with this Mach number shift. As detailed in
Fig. 7, system damping is increased by approximately 50 percent
in transitioning from Mach 0.75 to 0.22 so the observation of
overall acoustic attenuation for both designs should seem consis-
tent. (The damping ratio reaches a maximum and then falls since
the bulk mode increases rapidly with lower exit Mach numbers.)
Accounting for the approximate 17 percent increase in air flow rate
for the low Mach configuration, this damping increase drops by
only 5 percent to 45 percent. As shown more clearly by the
aerodynamic configuration, this damping increase would also tend
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Fig. 7 System damping ratio versus exit Mach number
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Front End Equivalence Ratio

Fig. 8 Acoustic performance of the aerodynamic nozzle for various
levels of center-line piloting

to reduce any stoichiometric sensitivity as evidence by the general
flattening of the low Mach number curves. It should also be noted
that with a 17 percent variation in air flow rate and different butk
mode frequencies characterizing the two cases, the relative phasing
between the heat-release and acoustic cycles would most likely be
different. Using the nozzle's exit annular width (2 cm) and velocity
as the reference length and velocity scales, respectively, the
change in convective time nondimensionalized by the acoustic
period, for instance, would drop from 4.5 percent to 3.5 percent
(low to high Mach transition). The combined effects of a more
favourable heat release/acoustic interaction facilitated by changes
in the convective time scales and acoustic periods and substantially
less acoustic damping are undoubtively both contributing to the
trends observed in Figs. 3 and 4.

Having established the sensitivity of both nozzles to boundary
conditions and realizing the actual engine will operate at an ele-
vated exit Mach number, testing was concentrated using the high
Mach number exit.

Acoustic Comparison Between the Bluff-Body and Aerody-
namic Nozzles. Figures 8 and 9 compare the combustor’s non-
dimensional rms acoustic levels for a variety of center-line piloting
percentages for the aerodynamic and bluff designs, respectively.
Results were at a plenum pressure of 15.6 atm., 5 percent side-wall
piloting, and high Mach number exit.
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Fig. 9 Acoustic performance of the bluff-body nozzle for various levels
of center-line piloting
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Table 2 Nozzle to nozzle comparisons

Nozzle Comparison 1 | Comparison 2 | Comparison 3
Bluff 0% CL 2% CL 5% CL
Aerodyn. 11% CL 15% CL 20% CL

A quick examination of the figures revealed that both nozzles
behaved similarly with changes in center-line piloting (%CL):
increasing %CL reduced acoustic/stoichiometric sensitivity and
overall fluctuating combustor pressure levels. For the ranges of
center-line piloting shown, a factor of 4 reduction was observed for
both designs. A direct nozzle to nozzle comparison, however, is
difficult due to the contrasting methods of piloting (diffusion
versus premixed), which may obscure the separate effects of the
levels of center-line piloting and roll of the bluff plate (bluff-body
nozzle). This will, in turn, alter the overall level of premixing
(fraction of premixed fuel issuing from the nozzle exit plane) and
consequently emissions (NO, and CO). A first order comparison
can be made by comparing the nozzles based on identical NO,-CO
performance. This yields the three comparisons as detailed in
Table 2.

Re-examining Figs. 8 and 9, all comparisons indicate the supe-
riority of the bluff design. For comparisons 1, 2, and 3, the
approximate reductions are, respectively, 0.8, 0.9, and 0.2 percent.
A more accurate comparison can be made by simultaneously
matching emission performance and level of premixing. Since the
aerodynamic nozzle implements a 95 percent premixing level
irrespective of %CL (5 percent diffusion side-wall pilot used
throughout), the 0 percent CL bluff-body configuration should be
compared with the 11 percent CL aerodynamic run (comparison
1). Again the superiority of the bluff design is evident. Tt is
interesting to see how the performance of the aerodynamic design
“approaches” that of its bluff counterpart at the expense of exces-
sive piloting levels. The premixing pilot, it seems, is less effective
in quelling acoustics since over 11 percent is needed to even
approach the acoustic levels of the 0 percent CL bluff-body con-
figuration. The following sections will compare the two designs
with piloting levels chosen to delineate their contrasting dynamical
behavior.

Inlet Air Temperature Effects. Variations in reactant en-
thalpy content through inlet air temperature changes alter the
resulting adiabatic flame temperature and in turn the ignition delay
(Grillo and Slack, 1976). System performance could possibly
degrade as now there would be a temporal relocation in the heat
pulse (Keller et al., 1989). Furthermore, the effectiveness of the
recirculation zone could change which would also effect the sta-
bility of the system.

To assess the sensitivity of both nozzles to changes in inlet
conditions, tests were conducted at various inlet air temperatures
by adjusting the set point on the nonvitiated air heater. Figure 10
below depicts the findings for both the bluff-body (solid symbols)
and aerodynamic nozzles (open symbols) at 15.6 atm. and 5
percent side-wall piloting. Center-line piloting was maintained at 5
percent for the bluff design and 15 percent for its aerodynamic
counterpart.

For the bluff-body configuration, nondimensional rms pressure
levels increased with front end equivalence ratio for a given 7.
More importantly, however, is the steepening in the curves with
lowering T,. A greater stoichiometric sensitivity, reminiscent of
the aerodynamic design, was apparently achieved with lower inlet
air temperatures. The above exercise was repeated for the aerody-
namic design (dashed curves) and resulted in acoustic levels at-
taining such extreme values (> 1.4 atm. peak to peak) that the main
combustion zone would not remain lit for any 7; below 675 K.
Acoustic levels have also increased with lowering T, but in a more
nonlinear form as is typical for this design. Note the dispersion of
the data. As found elsewhere (Richards and Janus, 1997), inlet air
temperatures are critical in shifting the stability boundaries for
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Fig. 10 Acoustic performance of both nozzles to changes in the inlet air
temperature, T;

both nozzle designs through their effects on the total time delay
(sum of the fluid dynamic and chemical time delays). Increasing
inlet temperatures will increase reaction rates (lowering chemical
time delay) and increase slightly nozzle exit velocities (lowering
transport and mixing times). As such, the heat-release/acoustic
phasing, critical in defining stability, will change. Apparently,
increasing T, “de-tunes” this coupling and desensitizes stoichio-
metric effects.

In an attempt to condense the combined effects of inlet air
temperature and equivalence ratio, the data was replotted versus
the adiabatic flame temperature nondimensionalized by inlet air
temperature. RMS acoustic values were substituted by their cor-
responding peak to peak values. Figure 11 details the findings for
both nozzle families at three pressure levels: 10.2, 15.6, and 19.0
atm. The level of fuel piloting for the aerodynamic nozzle was 11
percent CL and 5 percent SW due to the increased database at
these conditions. The corresponding 15 percent CL data were
shown to exhibit near identical behavior. Due to previously men-
tioned stability issues, the aerodynamic configuration did not op-
erate above a T /T of 3.1.

These results detail some interesting dissimilarities between the
two nozzle families. Firstly, the acoustic superiority of the bluff-
body nozzle is again apparent for all pressure levels by the upward
displacement of all aerodynamic curves. Furthermore, the bluff-
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Fig. 11 Nondimensional acoustic scaling versus nondimensional adia-

batic flame temperature
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body’s data collapsed onto a single curve which slopes upward
with increasing T,/T,; nondimensional peak to peak acoustic
levels scale linear with operating pressure, P;, and 7,,/T5. These
characteristics, however, are not shared by its aerodynamic coun-
terpart. Peak to peak dynamic measurements are highly dependent
on T,,/T5 and pressure sensitive. As shown, nondimensional peak
to peak values are typically reduced with increasing plenum pres-
sure. Instead of scaling linear with nondimensional adiabatic flame
temperature as demonstrated by the bluff design, acoustic levels
reveal an increasingly nonlinear behavior with increasing P,.
‘Acoustic sensitivity to pressure and equivalence ratio is apparent.
Implementation of small diffusion piloting levels and a bluff plate,
yielding superior recirculation zone strength, appears effective in
quelling the effects of such flowfield changes. Remembering that
the main combustion zone of the aerodynamic design is believed to
be more susceptible to flowfield motion due to the absence of the
bluff plate, it seems consistent that it should exhibit such nonuni-
formity.

Chemiluminescence Measurements. To better interpreted
these two contrasting thermal-acoustic mechanisms, CCD imaging
was done with the help of a fiber optic bundle inserted into the
igniter port. A narrow band pass filter (10 nm FWHM) placed in
front of the camera and centered at 430 nm selected radiation from
excited CH radicals which are known to occupy the combustion
zone (Samaniego et al., 1995; Dibble et al., 1986). Images were
taken at 8 locations in the pressure cycle to yield an accurate
representation of the periodic combustion process.

A complete cycle of images at a pressure of 15.6 atm. and front
end equivalence ratio of 0.73 is shown in Fig. 12 for the bluff-body
configuration. Both side-wall and center-line piloting were turned
off to more accurately delineate the main combustion zone. Con-
tour levels represent 20, 40, 60, 80, and 95 percent maximum
intensity values and flow is from left to right. Examination of the
images revealed that the upstream end of the reaction zone re-
mained relatively fixed in space while the downstream end re-
sponded to the acoustic velocity fluctuations at the nozzle exit
plane. The unsteady combustion process appears to be controlled
by a periodically shed toroidal vortex structure. The subsequent
combustion of these structures provides the necessary feedback
mechanism to sustain the instability.

Figures 13(a) and 13(b) show the average combustion zone
location at a pressure of 15.6 atm. for the bluff-body and aerody-
namic configurations, respectively. Piloting levels were kept at
standard levels for each design: 5 percent SW and 15 percent CL
for the aerodynamic design and 5 percent SW and 5 percent CL for
the bluff design. Each figure represents an average of over 896
images or 112 pressure cycles. Apparent is the axial lengthening of
the combustion zone for the aerodynamic nozzle compared to its
bluff-body counterpart. A closer examination of the instantaneous
images revealed that this lengthening did not result from a spatial
broadening in the reaction zone but rather from the axial move-
ment of the combustion zone itself during the cycle. As antici-
pated, the absence of the bluff plate has rendered the flame highly
susceptible to the influences of the external flowfield. It is liberated
from the confines of a fixed recirculation zone and oscillates under
the prevailing aerodynamic forces with an associated increase in
combustion intensity. This can be contrasted to the bluff-body’s
image which depicts a more compact reaction zone; axial motion
is reduced. Although not shown, excursions in center-line piloting
for the bluff-body configuration revealed the influences of flame
location on acoustic stability: by reducing center-line piloting from
5 percent to O percent, the main combustion zone detached from
the bluff plate. Flame motion was seen to increase with a corre-
sponding degradation in acoustic performance (consult 0 percent
CL curve of Fig. 9). Nondimensional pressure fluctuations also
became more sensitive to stoichiometric changes (Fig. 9) with this
reduction in center-line piloting; the bluff-body nozzle now exhib-
its characteristics of its aerodynamic counterpart.

The acoustic stability and stoichiometric sensitivity of both
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Fig. 12 Complete cycle of images for the bluff-body nozzle (0% SW, 0%
CL